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Abstract

Data stream analysis frequently relies on identifying correlations and posing conditional queries on
the data after it has been seen. Correlated aggregates form an important example of such queries, which
ask for an aggregation over one dimension of stream elements which satisfy a predicate on another di-
mension. Since recent events are typically more important than older ones, time decay should also be
applied to downweight less significant values. We present space-efficient algorithms as well as space
lower bounds for the time-decayed correlated sum, a problem at the heart of many related aggregations.
By considering different fundamental classes of decay functions, we separate cases where efficient ap-
proximations with relative error or additive error guarantees are possible, from other cases where linear
space is necessary to approximate. In particular, we show that no efficient algorithms with relative er-
ror guarantees are possible for the popular sliding window and exponential decay models, resolving an
open problem. This negative result for the exponential decay holds even if the stream is allowed to be
processed in multiple passes. The results are surprising, since efficient approximations are known for
other data stream problems under these decay models. This is a step towards better understanding which
sophisticated queries can be answered on massive streams using limited memory and computation.

Keywords: data stream, time decay, correlated, aggregate, sum

1 Introduction

Many applications such as Internet monitoring, information systems auditing, and phone call quality analysis
involve monitoring massive data streams in real time. These streams arrive at high rates, and are too large
to be stored in secondary storage, let alone in main memory. An example stream of VoIP call data records
(CDRs) may have the call start time, end time, and packet loss rate, along with identifiers such as source and
destination phone numbers. This stream can consist of billions of items per day. The challenge is to collect
sufficient summary information about these streams in a single pass to allow subsequent post hoc analysis.

∗A preliminary version of this paper is to appear in Proceedings of the 9th SIAM International Conference on Data Mining
(SDM) 2009.

†The work of Tirthapura and Xu was supported in part by the National Science Foundation through grants 0520102, 0834743,
0831903.
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There has been much research on estimating aggregates along a single dimension of a stream, such as
the median, frequency moments, entropy, etc. However, most streams consist of multi-dimensional data.
It is imperative to compute more complex multi-dimensional aggregates, especially those that can “slice
and dice” the data across some dimensions before performing an aggregation, possibly along a different
dimension. In this paper, we consider such correlated aggregates, which are a powerful class of queries
for manipulating multi-dimensional data. These were motivated in the traditional OLAP model [3], and
subsequently for streaming data [1, 8]. For example, consider the query on a VoIP CDR stream: “what is
the average packet loss rate for calls within the last 24 hours that were less than 1 minute long”? This query
involves a selection along the dimensions of call duration and call start time, and aggregation along the third
dimension of packet loss rate. Queries of this form are useful in identifying the extent to which low call
quality (high packet loss) causes customers to hang up. Another example is: “what is the average packet
loss rate for calls started within the last 24 hours with duration greater than the median call length (within
the last 24 hours)?”, which gives a statistic to monitor overall quality for “long” calls. Such queries cannot
be answered by existing streaming systems with guaranteed accuracy, unless they explicitly store all data
for the last 24 hours, which is typically infeasible.

In this work, we present algorithms and lower bounds for approximating time-decayed correlated aggre-
gates on a data stream. These queries can be captured by three main aspects: selection along one dimension
(say x-dimension) and aggregation along a second dimension (say y-dimension) using time-decayed weights
defined via a third (time) dimension. The time-decay arises from the fact that in most streams, recent data is
naturally more important than older data, and in computing an aggregate, we should give a greater weight to
more recent data. In the examples above, the time decay arises in the form of a sliding window of a certain
duration (24 hours) over the data stream. More generally, we consider arbitrary time-decay functions which
return a weight for each element as a non-increasing function of its age—the time elapsed since the element
was generated. Importantly, the nature of the time-decay function will determine the extent to which the
aggregate can be approximated.

We focus on the time-decayed correlated sum (henceforth referred to as DCS), which is a fundamental
aggregate, interesting in its own right, and to which other aggregates can be reduced. An exact compu-
tation of the correlated sum requires multiple passes through the stream, even with no time-decay where
all elements are weighted equally. Since we can afford only a single pass over the stream, we will aim
for approximate answers with accuracy guarantees. In this paper, we present the first streaming algorithms
for estimating the DCS of a stream using limited memory, with such guarantees. Prior work on correlated
aggregates either did not have accuracy guarantees on the results [8] or else did not allow time-decay [1].
We first define the stream model and the problem more precisely, and then present our results.

1.1 Problem Formulation

We consider a stream R = e1,e2, . . . ,en. Each element ei is a (vi,wi, ti) tuple, where vi ∈ [m] is a value or
key from an ordered domain; positive integer wi is the initial weight; and ti is the timestamp at which the
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element was created or observed, also assumed to be a positive integer. For example, in a stream of VoIP
call records, there is one stream element per call, where ti is the time the call was placed, vi is the duration
of the call, and wi the packet loss rate.

In the synchronous model, the arrivals are in timestamp order: ti ≤ ti+1, for all i. In the strictly syn-
chronous version, there is exactly one arrival at each time step, so that ti = i. We also consider the general
asynchronous streams model [12, 2, 5], where the order of receipt of stream elements is not necessarily the
same as the increasing order of their timestamps. Therefore, it is possible that ti > t j while i < j. Such
asynchrony is inevitable in many applications: in the VoIP call example, CDRs maybe collected at different
locations in the network, and in sending this data to a central server, the interleaving of many (possibly
synchronous) streams could result in an asynchronous stream.

The aggregates will be time-decayed, i.e. elements with earlier timestamps will be weighted lower
than elements with more recent timestamps. The exact model of decay is specified by the user through a
time-decay function.

Definition 1.1. A function f (x), x ≥ 0, is called a time-decay function (or just a decay function) if: (1)
0≤ f (x)≤ 1 for all x > 0; (2) if x1 ≤ x2, then f (x1)≥ f (x2).

At time t ≥ ti the age of ei = (vi,wi, ti) is defined as t− ti, and the decayed weight of ei is wi · f (t− ti).

Time-Decayed Correlated Sum. The query for the time-decayed correlated sum over stream R under a
prespecified decay-function f is posed at time t, provides a parameter τ ≥ 0, and asks for S f

τ , defined as
follows:

S f
τ = ∑

ei∈R|vi≥τ

wi · f (t− ti)

A correlated aggregate query could be: “What is the average packet loss rate for all calls which started in the
last 24 hours, and were more than 30 minutes in length?”. This query can be split into two sub-queries: The
first sub-query finds the number of stream elements (vi,wi, ti) which satisfy vi > 30, and ti > t−24 where t
is the current time in hours. The second sub-query finds the sum of wis for all elements (vi,wi, ti) such that
vi > 30 and ti > t−24. The average is the ratio of the two answers.

DCS lies at the heart of many other aggregates. Example time-decayed aggregates that can reduced to DCS
are the following:

• The time-decayed relative frequency of a value v, which is given by (S f
v −S f

v+1)/S f
0 .

• The sum of time-decayed weights of elements in the range [l,r], which is S f
l −S f

r+1.

• The time-decayed frequency of range [l,r], which is (S f
l−S f

r+1)/S f
0 .

• The time-decayed φ -heavy hitters, which are all the v’s such that the time decayed relative frequency
of v is at least φ .

• The time decayed correlated φ -quantile, which is the largest v, such that (S f
0 −S f

v )/S f
0 ≤ φ .
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Time-Decayed Correlated Count. An important special case of DCS is the time-decayed correlated count
(henceforth referred to as DCC), where all the weights wi are assumed to be 1. The correlated count C f

τ is
therefore:

C f
τ = ∑

ei∈R|vi≥τ

f (t− ti)

1.2 Decay Functions Classes

We define classes of decay functions, which cover popular time decays from prior work.

Converging decay. A decay function f (x) is a converging decay function if f (x+1)/ f (x) is non-decreasing
with x. Intuitively, the relative weights of elements with different timestamps under a converging decay
function get closer to each other as time goes by. As pointed out by Cohen and Strauss [4], this is an
intuitive property of a time-decay function in several applications. Many popular decay functions, such as
polynomial decay (functions f (x) = (x+1)−a based on an exponent a > 0) are converging decay functions.
Converging decay also includes the no decay case: f (x)≡ 1.

Exponential decay. Given a constant α > 0, the exponential decay function is defined as f (x) = 2−αx.
Exponential decay with a different base can also be written in this form, since a−λx = 2−λ log2(a)x. As
f (x+1)/ f (x) is a constant, exponential decay qualifies as a converging decay function.

Super-exponential decay. A decay function f (x) is super-exponential, if there exist constants σ > 1 and
c≥ 0, such that for every x≥ c, f (x)/ f (x+1)≥ σ . Examples of such decay functions include: (1) polyex-
ponential decay [4]: f (x) = (x+1)k2−αx/k! where k > 0, and α > 0 are constants. (2) f (x) = 2−αxβ

, where
α > 0 and β > 1.

Finite decay. A decay function f is defined to be a finite decay function with age limit N, if there exists
N ≥ 0 such that for x > N, f (x) = 0, and for x ≤ N, f (x) > 0. Examples of finite decay include (1) sliding
window decay: f (x) = 1 for x ≤ N and 0 otherwise, where the age limit N is the window size. (2) Chordal
decay [4]: f (x) = 1− x/N for 0 ≤ x ≤ N and 0 otherwise, with an age limit of N−1. Obviously, no finite
decay function is a converging decay function, since f (N +1)/ f (N) = 0 while f (N)/ f (N−1) > 0.

1.3 Contributions

Our main result is that there exist small space algorithms for approximating DCS over an arbitrary decay
function f with a small additive error. But, the space cost of approximating DCS with a small relative
error depends strongly on the nature of the decay function—this is possible on some classes of functions
using small space, while for other classes, including sliding window and exponential decay, this is provably
impossible in sublinear space. More specifically, we show:

1. For any decay function f , there is a randomized algorithm for approximating DCS with bounded
additive error guarantee which uses space logarithmic in the size of the stream. This significantly
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improves on previous work [8], which presented heuristics only for sliding window decay. (Section
3.1)

2. On the other hand, for any finite decay function, we show that approximating DCS with a small relative
error needs space linear in the size of the elements whose ages are not larger than the age limit of the
decay function. Because sliding window decay is a finite decay function, the above two results resolve
the open problem posed in [1], which was to determine the space complexity of approximating the
correlated sum under sliding window decay. (Section 4.1)

3. For any non-exponential converging decay function, there is an algorithm for approximating DCS to
within a small relative error using space logarithmic in the stream size, and logarithmic in the “rate”
of the decay function. (Section 3.2)

4. For any exponential decay function and super-exponential decay function, we show that the space
complexity of approximating DCS with a small relative error is linear in the stream size, in the worst
case, even if multi-pass processing of the stream is allowed. This may be surprising, since there are
simple and efficient solutions for maintaining exponentially decayed sum exactly in the non-correlated
case. (Section 4.2)

We evaluate our techniques over real and synthetic data in Section 5, and observe that they can effectively
summarize massive streams in tens of kilobytes.

2 Prior Work

Concepts of correlated aggregation in the (non-streaming) OLAP context appear in [3]. The first work
to propose correlated aggregation for streams was Gehrke et al. [8]. They assumed that data was locally
uniform to give heuristics for computing the non-decayed correlated sum where the threshold (τ) is either
an extrema (min, max) or the mean of the all the received values (vi’s). For the sliding window setting, they
simply partition the window into fixed-length intervals, and make similar uniformity assumptions for each
interval. No strong guarantee on the answer quality are provided by any of these approaches. Subsequently,
Ananthakrishna et al. [1] presented summaries that estimate the non-decayed correlated sum with additive
error guarantees. The problem of tracking sliding window based correlated sums with quality guarantees
was given as an open problem in [1]. We show that this relative error guarantees are not possible while using
small space, whereas additive guarantees can be obtained.

Xu et al. [12] proposed the concept of asynchronous streams. They gave a randomized algorithm to ap-
proximate the sum and the median over sliding windows. Busch and Tirthapura [2] later gave a deterministic
algorithm for the sum. Cormode et al. [6, 5] gave algorithms for general time decay based aggregates over
asynchronous streams. By defining timestamps appropriately, non-decayed correlated sum can be reduced
to the sum of elements within a sliding window over an asynchronous stream. As a result, relative error
bounds follow from bounds in [12, 2, 6, 5]. But these methods do not extend to accurately estimating DCS
or DCC.
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Datar et al. [7] presented a bucket-based technique called exponential histograms for sliding windows
on synchronous streams. This approximates counts and related aggregates, such as sum and `p norms.
Gibbons and Tirthapura [9] improved the worst-case performance for counts using a data structure called
a wave. Going beyond sliding windows, Cohen and Strauss [4] formalized time-decayed data aggregation,
and provided strong motivating examples for non-sliding window decay. All these works emphasized the
time decay issue, but did not consider the problems of correlated aggregate computation.

3 Upper Bounds

In this section, we present algorithms for approximating DCS over a stream R. The main results are: (1)
For an arbitrary decay function f , there is a small space streaming algorithm to approximate S f

τ with a small
additive error. (2) For any non-exponential converging decay function f , there is small space streaming
algorithm to approximate S f

τ with a small relative error.

3.1 Additive Error

A predicate P(v,w) is a binary function of v and w, used to select certain items. For example, (1) the
predicate could select only those items with v > 1000 by returning 1 for those items, and 0 for others; (2) the
predicate could select only those items with w < 100 similarly; and (3) the predicate could select only those
items with both v > 1000 and w < 100, and so on. The time-decayed selectivity Q of a predicate P(v,w) on
a stream R of (v,w, t) tuples is defined as

Q =
∑(v,w,t)∈R P(v,w) ·w · f (c− t)

∑(v,w,t)∈R w · f (c− t)

The decayed sum S is defined as:
S = ∑

(v,w,t)∈R
w · f (c− t)

Note that S = S f
0 . We use the following results on time-decayed selectivity estimation from [6] in our

algorithm for approximating DCS with a small additive error.

Theorem 3.1 (Theorems 4.1, 4.2, 4.3 from [6]). Given 0 < ε < 1 and probability 0 < δ < 1, there exists a
small space sketch of size O( 1

ε2 · log 1
δ
· logM) that can be computed in one pass from stream R, where M is

an upper bound on S. For any decay function f given at query time: (1) the sketch can return an estimate
Ŝ for S such that Pr[|Ŝ− S| ≤ εS] ≥ 1− δ . (2) Given predicate P(v,w) at query time, the sketch gives an
estimate Q̂ for the decayed selectivity Q, such that Pr[|Q̂−Q| ≤ ε]≥ 1−δ .

The sketch designed in [6] can be thought of as computing a set of fixed-sized random samples of
the stream. Each successive sample is chosen with decreasing probability, so for a unit-weight stream
element, its probability of selection in each successive sample is 1, 1

2 , 1
4 , . . .. For non-unit weight elements,

the probability of selecting a stream element into the sample is also proportional to the decayed weight of
the element. The result stated in the above theorem allows DCS to be additively approximated:
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Theorem 3.2. For an arbitrary decay function f , there exists a small space sketch of R that can be computed
in one pass over the stream. At any time instant, given a threshold τ , the sketch can return Ŝ f

τ , such that
|Ŝ f

τ − S f
τ | ≤ εS f

0 with probability at least 1− δ . The space complexity of the sketch is O( 1
ε2 log 1

δ
· logM),

where M is an upper bound on S f
0 .

Proof. We run the sketch algorithm in [6] on stream R, with approximation error ε/3 and failure probability
δ/2. Let this sketch be denoted by K . Where the function f is implicit, we can drop it from our notation,
and simply write Ŝτ , Sτ in place of Ŝ f

τ , S f
τ respectively.

Given τ at query time, we define a predicate P for the selectivity estimation as: P(v,w) = 1, if v ≥ τ ,
and P(v,w) = 0 otherwise. The selectivity of P is Q = Sτ/S. Then K can return estimates Q̂ of Q and Ŝ of
S such that

Pr[|Q̂−Q|> ε/3]≤ 1−δ/2 (1)

Pr[|Ŝ−S|> εS/3]≤ 1−δ/2 (2)

Our estimate Ŝτ is given by Ŝτ = Ŝ · Q̂. From (1) and (2), and using the union bound on probabilities, we get
that the following events are both true, with probability at least 1−δ .

Q− ε/3 ≤ Q̂ ≤ Q+ ε/3 (3)

S(1− ε/3) ≤ Ŝ ≤ S(1+ ε/3) (4)

Using the above, and using Q = Sτ/S, we get

Ŝτ ≤
(

Sτ

S
+ ε/3

)
·S · (1+ ε/3) = Sτ +

Sτε

3
+S

(
ε

3
+

ε2

9

)
≤ Sτ + εS

In the last step of the above inequality, we have used the fact Sτ ≤ S and ε < 1. Similarly, we get that
if (3) and (4) are true, then, Ŝτ ≥ Sτ − εS, thus completing the proof that K can (with high probability)
provide an estimate Ŝ f

τ such that |Ŝ f
τ −S f

τ | ≤ εS f
0

An important feature of this approach, made possible due to the flexibility of the sketch in Theorem 3.1,
is that it allows the decay function f to be specified at query time, i.e. after the stream R has been seen. This
allows for a variety of decay models to be applied in the analysis of the stream after the fact. Further, since
the sketch is designed to handle asynchronous arrivals, the timestamps can be arbitrary and arrivals do not
need to be in timestamp order.

3.2 Relative Error

In this section, we present a small space sketch that can be maintained over a stream R with the following
properties. For an arbitrary converging decay function f which is known beforehand, and a parameter τ

which is provided at query time, the sketch can return an estimate Ŝ f
τ which is within a small relative error

of S f
τ . The space complexity of the sketch depends on f .
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Figure 1: Weight-based merging histograms.

The idea behind the sketch is to maintain multiple data structures each of which solves the unde-
cayed correlated sum, and partition stream elements across different data structures, depending on their
timestamps, following the approach of the Weight-Based Merging Histogram (WBMH), due to Cohen and
Strauss [4]. In the rest of this section, we first give high level intuition, followed by a formal description of
the sketch, and a correctness proof. Finally, we describe enhancements that allow faster insertion of stream
elements into the sketch.

3.2.1 Intuition

We first describe the weight-based merging histogram [4]. The histogram partitions the stream elements into
buckets based on their age. Given a decay function f , and parameter ε1, the sequence bi, i≥ 0 is defined as
follows: b0 = 0, and for i > 0, bi is defined as the largest integer such that f (bi−1)≥ f (bi−1)

1+ε1
(Figure 1(a)).

For simplicity, we first describe the algorithm for the case of a strictly synchronous stream, where
the timestamp of a stream element is just its position in the stream. We later discuss the extension to
asynchronous streams. Let Gi denote the interval [bi,bi+1) so that |Gi|= bi+1−bi. Once the decay function
is given, the Gis are fixed and do not change over time. The elements of the stream are grouped into regions
based on their age. For i≥ 0, region i contains all stream elements whose age lies in interval Gi.

For any i, we have f (bi) < f (b0)
(1+ε1)

i , and thus we get i < log1+ε1

(
f (0)
f (bi)

)
. Since the age of an element cannot

be more than n, bi ≤ n. Thus we get that the total number of regions is no more than β = dlog1+ε1

(
f (0)
f (n)

)
e.

From the definition of the bis, we also have the following fact.

Fact 3.1. Suppose two stream elements have ages a1 and a2 so that a1 and a2 fall within the same region.
Then,

1
1+ ε1

≤ f (a1)
f (a2)

≤ 1+ ε1

The data structure maintains a set of buckets. Each bucket groups together stream elements whose
timestamps fall in a particular range, and maintains a small space summary of these elements. We say that
the bucket is “responsible” for this range of timestamps (or equivalently, a range of ages).

Suppose that the goal was to maintain S f
0 , just the time-decayed sum of all stream elements. If the

current time c is such that c mod b1 = 0, then a new bucket is created for handling future elements (Figure
1(b)). The algorithm ensures that the number of buckets does not grow too large through the following rule:
if two adjacent buckets are such that the age ranges that they are responsible for are both contained within
the same region, then the two buckets are merged into a single bucket. The count within the resulting bucket
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is equal to the sum of the counts of the two buckets, and the resulting bucket is responsible for the union of
the ranges of timestamps the two buckets were responsible for (Figures 1(c)).

Due to the merging, there can be at most 2β buckets: one bucket completely contained within each
region, and one bucket straddling each boundary between two regions. From Fact 3.1, the weights of all
elements contained within a single bucket are close to each other, and since f is a converging decay function,
this remains true as the ages of the elements increase. Consequently, WBMH can approximate S f

0 with ε1

relative error by treating all elements in each bucket as if they shared the smallest timestamp in the range,
and scaling the corresponding weight by the total count.

However, this does not solve the more general DCS problem, since it does not allow filtering out ele-
ments whose values are smaller than τ . We extend the above data structure to the DCS problem by embed-
ding within each bucket a data structure that can answer the (undecayed) correlated sum of all elements that
were inserted into this bucket. This data structure can be any of the algorithms that can estimate the sum of
elements within a sliding window on asynchronous streams, including [12, 5, 2]: values of the elements are
treated as timestamps, and a window size m− τ + 1 is supplied at query time (where m is an upper bound
on the value).

These observations yield our new algorithm for approximating S f
τ . We replace the simple count for

each bucket in the WBMH with a small space sketch, from any of [12, 5]. We will not assume a particular
sketch for maintaining the information within a bucket. Instead, our algorithm will work with any sketch
that satisfies the following properties—we call such a sketch a “bucket sketch”. Let ε2 denote the accuracy
parameter for such a bucket sketch.

1. The bucket sketch must concisely summarize a stream of (v,w) pairs using space polylogarithmic in
the stream size. Given parameter τ ≥ 0 at query time, the sketch must return an estimate for ∑v≥τ w,
such that relative error of the estimate is within ε2.

2. It must be possible to merge two bucket sketches easily into a single sketch. More precisely, suppose
that S1 is the sketch for a set of elements R1 and S2 is the sketch for a set of elements R2, then it must
be possible to merge together S1 and S2 to get a single sketch denoted by S = S1 ∪ S2, such that S
retains Property 1 for the set of elements R1∪R2.

The analysis of the sketch proposed in [12] explicitly shows that the above properties hold. Likewise,
the sketch designed in [5] also has the necessary properties, since it is built on with multiple instances
of q-digest summaries [11] which are themselves mergable. The different sketches have slightly different
time and space complexities; we state and analyze our algorithm in terms of a generic bucket sketch, and
subsequently describe the cost depending on the choice of sketch.

3.2.2 Formal Description and Correctness

Recall that ε is the required bound on the relative error. Our algorithm combines two data structures: the
WBMH with accuracy parameter ε1 = ε/2; and the bucket sketches with accuracy parameter ε2 = ε/2.
The initialization is shown in the SETBOUNDARIES procedure (Figure 2), which creates the regions Gi by
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Algorithm 3.1: SETBOUNDARIES(ε)

comment: create G0,G1, . . . ,Gβ using ε1 = ε/2
b0← 0;
for 1≤ i≤ β

do bi←maxx{x|(1+ ε

2 ) f (x−1)≥ f (bi−1)}
comment: x are integers
j←−1;
comment: j is the index of the active bucket for new elements

Figure 2: SETBOUNDARIES routine to initialize regions.

selecting b0, . . . ,bβ . For simplicity of presentation, we have assumed that the maximum stream length n is
known beforehand, but this is not necessary — the bi’s can be generated incrementally, i.e., bi does not need
to be generated until element ages exceeding bi−1 have been observed.

Figure 3 shows the PROCESSELEMENT procedure for handling a new stream element. Whenever the
current time t satisfies t mod b1 = 0, we create a new bucket to summarize the elements with timestamps
from t to t +b1−1 and seal the last bucket which was created at time t−b1. The procedure FINDREGIONS(t)
returns the set of regions that contain buckets to be merged at time t. In the next section we present novel
methods to implement this requirement efficiently. Figure 4 shows the procedure RETURNAPPROXIMATION

which generates the answer for a query for S f
τ at time t. Each bucket returns an estimate for the total

undecayed weights of the elements that were inserted in the bucket and whose values are not smaller than τ .
Each of these estimates is then scaled down by a factor of the decay function value using the corresponding
t−FB as the parameter of the decay function. The summation of these scaled estimates are returned as the
estimate for S f

τ .

Theorem 3.3. If f is a converging decay function, for any τ given at any time t, the algorithm specified in
Figure 2, 3 and 4 can return Ŝ f

τ , such that (1− ε)S f
τ ≤ Ŝ f

τ ≤ (1+ ε)S f
τ .

Proof. For the special converging decay function where f (x) ≡ 1 (no decay), then WBMH has only one
region and one bucket. So the algorithm reduces to a single bucket sketch. This sketch can directly provide
an ε2 = ε/2 relative error guarantee for the estimate of S f

τ .
The broader case is where f (x+1)/ f (x) is non-decreasing with x. Let {B1, . . . ,Bk} be the set of sketch

buckets at query time t. Let Ri ⊆ R be the substream that was inserted into Bi, 1 ≤ i ≤ k. Since every
stream element is inserted into exactly one sketch bucket at any time, the Ris partition R:

⋃k
i=1 Ri = R

and Ri ∩R j = /0 if i 6= j. Note that merging two buckets just creates a new bucket for the union of the
two underlying substreams. Let S f

τ,i = ∑e j∈Ri|v j≥τ w j f (t − j) be the DCS of Ri at time t, 1 ≤ i ≤ k, so
S f

τ = ∑
k
i=1 S f

τ,i. We first consider the accuracy of the estimate for each S f
τ,i using sketch bucket Bi, 1≤ i≤ k.

For each (v j,w j, j) ∈ Ri at any query time t, since FBi ≤ j ≤ LBi which implies f (t−FBi) ≤ f (t− j) ≤
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f (t−LBi), and f (t−LBi)/(1+ ε1)≤ f (t−FBi) (using Fact 3.1), we have

w j f (t− j)
1+ ε1

≤
w j f (t−LBi)

1+ ε1
≤ w j f (t−FBi)≤ w j f (t− j)

therefore,
1

1+ ε1
∑

e j∈Ri|v j≥τ

w j f (t− j)≤ f (t−FBi) ∑
e j∈Ri|v j≥τ

w j ≤ ∑
e j∈Ri|v j≥τ

w j f (t− j)

i.e.,
1

1+ ε1
S f

τ,i ≤ f (t−FBi)Qi ≤ S f
τ,i , where Qi = ∑

e j∈Ri|v j≥τ

w j (5)

Also since sketch bucket Bi can return Q̂i such that [12, 5]

(1− ε2)Qi ≤ Q̂i ≤ (1+ ε2)Qi (6)

Combining 5 and 6, we have

1− ε2

1+ ε1
S f

τ,i ≤ Q̂i · f (t−FBi)≤ (1+ ε2)S
f
τ,i.

Now we sum all the St
τ,i together, i = 1,2, . . . ,k, we get

1− ε2

1+ ε1

k

∑
i=1

S f
τ,i ≤

k

∑
i=1

Q̂i · f (t−FBi)≤ (1+ ε2)
k

∑
i=1

S f
τ,i.

i.e.,
1− ε2

1+ ε1
S f

τ ≤ Ŝ f
τ ≤ (1+ ε2)S

f
τ

Using the facts 0 < ε < 1 and ε1 = ε2 = ε/2, we get the stated accuracy guarantee.

3.2.3 Fast Bucket Merging

At every clock tick the WBMH maintenance algorithm needs to check whether there are buckets that need
to be merged. A naive solution is to go through all the buckets and merge those that are covered by the
same region. This procedure can severely reduce the speed of stream processing. In this section we present
an algorithm which, given the clock time t, can efficiently return the set of regions that have buckets to be
merged at time t.

Definition 3.1 (Sketch bucket B’s capacity |B|). The capacity of bucket B is given by |B| = LB−FB + 1,
where LB and FB are the largest and smallest timestamps of the elements that were inserted into B (as in
Figure 3).

Definition 3.2 (Bucket capacity in the ith region). Define I0 = 1. For 0 < i < β , let Ii = |B|, where B is any
bucket such that t−FB = bi for some value of t.
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Algorithm 3.2: PROCESSELEMENT((vi,wi, i))

if i mod b1 = 0

then



j← j +1
Initialize a new bucket sketch B j with accuracy ε/2
FB j ← i
LB j ← i+b1−1
comment: Set timestamp range covered by B j

Insert (vi,wi) into B j

for each g ∈ FINDREGIONS(i)
comment: Set of regions with buckets to be merged at time i

do



bmin←mint{t|t ∈ Gg}
bmax←maxt{t|t ∈ Gg}
comment: Find the left and right timestamp boundary of region Gg

Find buckets B′ and B′′, such that
bmin ≤ (i−LB′) < (i−FB′) < (i−LB′′) < (i−FB′′)≤ bmax

comment: Find buckets covered by Gg

B← B′∪B′′

comment: merge two buckets
FB← FB′′

LB← LB′

Drop B′ and B′′

Figure 3: PROCESSELEMENT routine to handle updates

In the next lemma, we show each Ii is a constant, 0 < i < β , and can be directly computed.

Lemma 3.1. For 0 < i < β , Ii = b|Gi−1|/Ii−1c · Ii−1

Proof. The lemma is proved by induction. For the base case, since the capacity of the new bucket created in
G0 is exactly equal to |G0|, no merges can happen in G0, so I1 = |G0|= b|G0|/I0c · I0. For the inductive step,
suppose the claim is true for some i, i.e,, Ii is a constant, which implies at most b|Gi|/Iic buckets of capacity
Ii can be merged within Gi. The new bucket from merging therefore has capacity b|Gi|/Iic Ii = Ii+1, which
is a constant. This completes the proof.

In the next lemma, we show that given Ii we can directly find the sequence of time points at which Gi

has buckets to be merged.

Lemma 3.2. For each i ∈ { j| j = 0 or b|G j|/Iic< 2}, Gi has no buckets to be merged at any time; for each
i ∈ { j| j > 0 and b|G j|/Iic ≥ 2}, Gi has buckets to be merged at time {bi +(kb|Gi|/Iic+ j)Ii}, for each j and

12



Algorithm 3.3: RETURNAPPROXIMATION(τ, t)

Let the set of buckets be: {B1,B2, . . . ,Bk}
comment: for some k, 1≤ k ≤ 2β ;
s← 0;
for 1≤ i≤ k

do

{
Let Q̂i be result for Bi using m− τ +1 as window size
s← s+ Q̂i · f (t−FBi);

comment: Approx sum of element weights in Bi with vi ≥ τ

return (Ŝ f
τ = s);

Figure 4: RETURNAPPROXIMATION routine to estimate S f
τ

k, 2≤ j ≤ b|Gi|/Iic, k ≥ 0.

Proof. The new bucket created in G0 has capacity equal to |G0|, so G0 does not have any buckets to be
merged at any time. For i > 0, if b|Gi|/Iic < 2, then Gi will not have the chance to have two buckets of
capacity Ii to be merged at any time. Now we consider the case where b|Gi|/Iic ≥ 2 and i > 0. Gi has its
first whole bucket at time t = bi + Ii. Note that within Gi at most b|Gi|/Iic buckets that enter Gi can be
merged together. Thus, (1) at time t = bi + 2Ii,bi + 3Ii, . . . ,bi + b|Gi|/Iic · Ii, buckets can be merged within
Gi; (2) This sequence of merge operations repeats every b|Gi|/Iic · Ii clock ticks, meaning Gi has buckets to
be merged at times {bi +(kb|Gi|/Iic+ j)Ii}, for each j and k, 2≤ j ≤ b|Gi|/Iic, k ≥ 0.

Lemma 3.2 provides a way for each region to directly compute the sequence of time points at which it
has buckets to be merged. Based on this observation, we present the algorithm that given time t returns the
set of regions, which have buckets to be merged at time t.

Algorithm for Fast Bucket Merging. Our implementation of the algorithm uses a hash table T to store the
set of buckets that need to be merged at timestamp t. In particular, t is hashed to the index of a table cell
which stores the set of (i, t) pairs, such that region Gi has buckets to be merged at time t. Figure 5 shows
procedure INITIALIZEFINDREGIONS() which first computes Ii using Lemma 3.1. It then uses Lemma 3.2
to fill in the earliest time at which region Gi will have buckets to be merged. At time t, FINDREGIONS(t)
(Figure 6) retrieves the set of regions that have buckets to be merged, and deletes those regions from the
hash table. Then, for each returned region, we compute its next merging time using Lemma 3.2 and store
the results into the corresponding hash table cells for the future lookup.

3.2.4 Time and Space Complexity

The time complexity depends on the sketch bucket that we chose and the decay function f given by the user.

13



Algorithm 3.4: INITIALIZEFINDREGIONS()

Initialize hash table T
I0← 1;
for 1≤ i≤ β −1

do Ii← b|Gi−1|/Ii−1c Ii−1

comment: From Lemma 3.1
for 1≤ i≤ β −1

do if b|Gi|/Iic ≥ 2
then Insert (i,bi +2Ii) into hash table T

comment: Compute when Gi first has mergable buckets

Figure 5: Routine to initialize hash table with merging times

Algorithm 3.5: FINDREGIONS(t)

M← /0
for each (i, t) ∈ T
comment: Region G has buckets to be merged at time t

do



M←M∪{i}
if (t−bi)/Ii mod b|Gi|/Iic= 0

then t ′← t +2Ii

else t ′← t + Ii

comment: Find when Gi next has mergable buckets
Insert (i, t ′) into hash table T

return (M)
comment: set of regions with buckets to be merged at time t

Figure 6: FINDREGIONS(t) finds mergable regions at time t

Theorem 3.4. The (amortized) time complexity of the algorithm per update in Figure 3 is O(Q(M/n)+ logQ),
where M is the total number of merges happened in processing the stream, and

1. Q = O
(

1
ε2 log β

δ
logn

)
is the size of the sketch bucket in words in [12].

2. Q = O
(

1
ε

log
(

εn
logn

))
is the size of the sketch bucket in words in [5].

Proof. The per update cost is dominated by: (1) inserting the new element into the bucket, which takes time
sublinear in the size of the sketch bucket: logQ. (2) merging buckets when necessary, which can be carried
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out in time linear in the size of the bucket data structure [12, 5], so the amortized time for merge per update
is O(Q(M/n)) (3) Updating the hash table, which has to be done once for every merge that occurs, and takes
constant time. Combining these costs leads to the stated time complexity.

Time dependence on decay function f . As stated in Theorem 3.4, the time complexity depends on the
value of M, which in turn is determined by the choice of decay function f , since it defines the size of each
region in the WBMH and hence the sequence of bucket merges during the stream processing. We show the
consequence for various broad classes of decay function:

• In the case of no decay ( f (x) ≡ 1), the region G0 is infinitely large, so the algorithm maintains only
one bucket and therefore no bucket merges will happen, i.e., M = 0, giving the time cost O(logQ).

• For exponential decay functions f (x) = 2−αx, α > 0, since all the regions have the same size |Gi| =⌊ 1
α

log2
(
1+ ε

2

)⌋
, 0≤ i≤ β , no bucket merges will happen, i.e., M = 0, giving the time cost O(logQ).

• For all other decay functions, such as polynomial decay f (x) = (x+1)−a, a > 0, many bucket merges
can happen. For a synchronous stream, there can be at most n bucket merges, as each merge concep-
tually places two adjacent stream elements which were in different buckets in the same bucket. Thus,
whatever the decay function, the total number of merges cannot be larger than the stream size n, i.e.,
M ≤ n. So the amortized time cost O(Q).

The space complexity includes the space cost for the buckets in the histogram and the hash table. The
space to represent each bucket depends on the choice of the bucket sketch.

Theorem 3.5. The space complexity of the algorithm in Figure 2, 3 and 4 is O(β (Z + logn)) bits, where

1. β =
⌈

log1+ε/2( f (0)/ f (n))
⌉

2. Z = O
(

1
ε2 log β

δ
logn logm

)
is the size of the bucket sketch in bits in [12].

3. Z = O
(

1
ε

logm log
(

εn
logn

))
is the size of the bucket sketch in bits in [5].

Proof. The number of buckets used is at most 2β . For the randomized sketch designed in [12], in order
to have a δ failure probability bound, by the union bound, we need to set the failure probability for each
bucket to be δ/(2β ), so we get Z = O

(
1
ε2 log β

δ
logn logm

)
(Lemma 11 in [12]). For the deterministic

sketch designed in [5], Z = O
(

1
ε

logm log
(

εn
logn

))
(Section 3.1 in [5]). The size of the hash table can be

set to O(β ) cells, because each of the β regions occupies at most one cell. Each cell uses O(logn) bits of
space to store the region’s index and the region’s next merge time. So all together, the total space cost is
O(β (Z + logn)).

Space dependence on decay function f . As shown in Theorem 3.5, the space complexity depends on the
decay function f , since it determines the number of regions (implicitly the number of buckets) in WBMH.
We show the consequence for various broad classes of decay function:
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• For exponential decay functions f (x) = 2−αx, α > 0, we have β = αn log1+ε/2 2 and therefore the
space complexity is O(n(logm) logn) bits. This means that this algorithm needs space linear in the
input size.

• For polynomial decay functions f (x) = (x+1)−a, a > 0, since β = a log1+ε/2 n, the space complexity

is sublinear, O
(

a
ε3 log2 n logm log β

δ

)
using the sketch of [12], and O( a

ε2 logn logm log(εn/ logn) +

log2 n) using the sketch of [5];

• In the case of no decay ( f (x) ≡ 1), the region G0 is infinitely large, so the algorithm maintains only
one bucket, giving space cost O(Z + logn).

Intuitively the algorithm can approximate S f
τ with a relative error bound using small space if f decays

more slowly than the exponential decay. Further, the space decreases the “slower” that f decays, the limiting
case being that of no decay. We complement this observation with the result that the DCS problem under
exponential decay requires linear space in order to provide relative error guarantees.

3.2.5 Asynchronous Streams

So far our discussion of the algorithm for relative error has focused on the case of strictly synchronous
streams, where the elements arrive in order of timestamps. In an asynchronous setting, a new element
(v1,w1, t1) may have timestamp t1 < t where t is the current time. But this can easily be handled by the algo-
rithm described above: the new element is just directly inserted into the earlier bucket which is responsible
for timestamp t1. Meanwhile, at every clock tick t, if no new element with timestamp t is received, we can
still maintain the WBMH in the way as if we received a new dummy stream element whose timestamp is t,
but we do not insert the dummy element into the WBMH. In other words, we create a new sketch bucket
for the dummy element when necessary but do not insert it into the sketch bucket (leaving the new sketch
bucket empty), and merge all the sketch buckets determined. Therefore, WBMH can be maintained exactly
in the same way as in the case where a strictly synchronous stream is processed in Figure 3. The accuracy
and space guarantees do not alter, although the time cost is affected because for each new element, we need
to find the right bucket to insert it.

Let Q,Z,M be the same as defined in Theorem 3.4 and 3.5. Let L denote the age of the oldest stream
element.

Corollary 3.1. The (amortized) time complexity of the algorithm per timestep for an asynchronous stream
is O(Q(M/L)+(n/L)(logQ+ logβ )). The space complexity of the algorithm for an asynchronous stream
is O(β (Z + logL)) bits, where β =

⌈
log1+ε/2( f (0)/ f (L))

⌉
.

Proof. Time complexity. Note that the number of sketch buckets only depends on the decay function and the
timestamp range in the stream, and there are no more than 2β = 2

⌈
log1+ε/2( f (0)/ f (L))

⌉
sketch buckets.

All the sketch buckets can be managed by a balanced binary search tree with the timestamp ranges of
the buckets being the keys, so the time cost in finding the bucket for the insertion of a new element is
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O(logβ ). Inserting a new element into a sketch bucket costs time O(logQ). So the amortized time for
inserting elements into WBMH per timestep is O((n/L)(logQ + logβ ))). Adding the amortized time cost
O(Q(M/L)) in merging buckets per timestep, we get the stated time complexity.

Space complexity. The space cost includes the space usage by the sketch buckets O(βZ) and the space
usage by the hashtable O(β logL). Add them together, we get the stated space complexity.

We note that in the case where the stream size is relatively much smaller than the timestamp range in the
stream, the actual space cost by our algorithm will be much smaller than the (worst case) space complexity
stated in the above theorem, because in that case most of the sketch buckets will either be empty or only
have a few elements inserted.

4 Lower Bounds

This section shows large space lower bounds for finite decay or (super) exponential decay for DCC on
strictly synchronous streams. Since DCC is a special case of DCS, and every synchronous stream is also an
asynchronous stream, these lower bounds also apply to DCS on asynchronous streams.

4.1 Finite Decay

Finite decay, defined in Section 1.2, captures the case when after some age limit N, the decayed weight is
zero.

Theorem 4.1. For any finite decay function f with age limit N, any streaming algorithm (deterministic or
randomized) that can provide an estimate Ĉ f

τ such that |Ĉ f
τ −C f

τ |< εC f
τ for any τ given at query time for a

stream of elements drawn from a universe of size m must require Ω(N log(m/N)) bits of space.

Proof. The bound follows from the hardness of finding the maximum element within a sliding window on
a stream of integers. Tracking the maximum within a sliding window of size N over a data stream needs
Ω(N log(m/N)) bits of space, where m is the size of the universe from which the stream elements are drawn
(Section 7.4 of [7]).

We show that if there exists an algorithm to approximate Ĉ f
τ , where f has age limit N, then there is an

algorithm to find the maximum of the last N elements in R, using the same space. Let α denote the value
of the maximum element in the last N elements of the stream. By definition, the decayed weights of the N
most recent elements are positive, while all older elements have weight zero.

Note that C f
τ is a non-increasing function of τ , so C f

τ ≥C f
α for any τ < α . Further, so C f

α > 0, and C f
τ = 0

for τ > α . If C f
τ can be approximated with a good relative error, then it is possible to distinguish between the

cases C f
τ > 0 and C f

τ = 0, for each value of τ . By repeatedly querying the data structure for C f
τ for different

values of τ , we find a value τ∗ such that C f
τ∗ > 0 and C f

τ∗+1 = 0. Then τ∗ must be α , the maximum element
of the last N elements.
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Since sliding window decay is a special case of finite decay, this shows that approximating C f
τ with f

being a sliding window decay function cannot be solved with relative error in sublinear space. This resolves
an open problem identified in [1].

4.2 Exponential Decay

Exponential decay functions f (x) = 2−αx, α > 0 are widely used in non-correlated time decayed steaming
data aggregation. It is easy to maintain simple sums and counts under such decay efficiently [4]. However, in
this section we will show that it is not possible to approximate C f

τ with relative error guarantees using small
space if m (the size of the universe) is large and f is exponential decay. This remains true for other classes
of decay that are “faster” than exponential decay. We first present two natural approaches to approximate C f

τ

under an exponential decay function f , and analyze their space cost to show that each stores large amounts
of information.

Algorithm I. Since tracking the sum under exponential decay can be performed efficiently using a single
counter, we can just track the decayed correlated count for each distinct v ∈ [m]: W f

v = ∑ei∈R|vi=v f (t− ti),
then C f

τ = ∑v≥τ W f
v . To ensure an good estimate for C f

τ , each W f
v must be tracked with sufficiently many bits

of precision. One approach is that for each distinct v∈ [m] we maintain the timestamps of the last d 1
α

log2
1
ε
e

elements of the substream Rv = {vi ∈ R|vi = v}. From these timestamps, one can approximate W f
v with a ε

relative error bound, and hence C f
τ can be approximated with an ε relative error bound. Each timestamp is

O(logn) bits, so the total space cost is O
(
m(logn)d 1

α
log 1

ε
e
)

bits.

Algorithm II. The second algorithm tries to reduce the dependence on m by observing that for some close
values of τ , the value of C f

τ may be quite similar, so there is potential for “compression”. As f (x) = 2−αx,
α > 0, we can write:

C f
τ = ∑

vi≥τ

2α(i−t) = 2−αt
∑

vi≥τ

2αi

where t is the query time. We reduce approximating C f
τ with a relative error bound to a counting problem

over an asynchronous stream with sliding window queries. We create a new stream R′ in this model by
treating each stream element as an item with timestamp set to its value vi and with weight 2αi. The query C f

τ

at time t can be interpreted as a sliding window query on the derived stream R′ at time m with width m−τ +1.
The answer to this query is ∑vi≥τ 2αi; by the above equation, scaling this down by 2αt approximates C f

τ .
The derived stream R′ can be summarized by sketches such as those in [12, 2]. These answer the sliding

window query with relative error ε , implying relative error for C f
τ . But the cost of these sketches applied here

is O( n
ε

logm) bits, linear in the stream length: in the reduction, the number of copies of each stream element
increases exponentially, and the space cost of the sketches depends logarithmically on this quantity.

Hardness of Exponential Decay. Algorithm I is a conceptually simple approach, which stores information
for each possible value in the domain. Algorithm II uses summaries that are compact in their original setting,
but when applied to the DCC problem, their space must increase to give an accurate answer for any τ . The
core reason for the high space cost of both algorithms is the fact that as τ varies between 0 and m, the value
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Age

0 0 0 0 0 0 0 0

(a) Setting the Intervals over a Stream

Interval

R:

b =  1 0 0 1 1 …

0 0…0 1 0…00 0…0 1 0…0 2 0…0 0 0…02 0…0 0 0…0 3 0…0 0 0…03 0…0 0 0…0 0 0…0 4 0…00 0…0 4 0…0 … …

(b) Mapping from binary string b to intervals

Figure 7: Creating a stream for the lower bound proof using p = 1

of C f
τ can vary over an exponentially large range, and a large data structure is required to track so many

different values. This is made precise by the next theorem, which shows that the space cost of Algorithm I
is close to optimal. We go on to provide a small space sketch with a weakened guarantee in Section 4.4, by
limiting the range of values of C f

τ for which an accurate answer is required.

Theorem 4.2. For an exponential decay function f (x) = 2−αx, α > 0 and ε ≤ 1/2, any algorithm (one-pass
or multi-pass, deterministic or randomized) that provides Ĉ f

τ over a stream of length n = Θ(m), such that
|Ĉ f

τ −C f
τ |< εC f

τ for any τ given at query time must store Ω(m log n
m) bits, where m is the universe size.

Proof. The proof uses a reduction from the INDEX problem in two-party communication complexity [10].
In the INDEX problem, Alice holds a binary string b of length N, and the second holds an index i ∈ [N].
Alice is allowed to send a single message to the second, who must then output the value of b[i] (the ith bit
of string b). Since no communication is allowed from Bob to Alice, the size of the message must be Ω(N)
bits, even allowing the protocol a constant probability of failure [10].

We show that a small space streaming data structure to approximate DCC under exponential decay would
allow a low communication complexity protocol for INDEX. Given a binary string b of length N = mp, we
construct an instance of a stream, R(b). Here m is the size of the domain of the stream values, and p ≥ 1
is an integer parameter set later. The string b is divided into m partitions P0,P1, . . . ,Pm−1, where Pi has
bits b[ip],b[ip+1], . . . ,b[(i+1)p−1].

Let ` = 2d 1
α
e. The stream R(b) has n = m2p` elements. The n positions in R(b) are divided into m

intervals, I0, I1, . . . , Im−1, each of length 2p`, as shown in Figure 7(a) for the case p = 1; the more recent
elements of the stream belong to the lower numbered interval. Each interval I j is further divided into 2p

segments, each with ` elements. Each element is a tuple (v, i) where v is the value and i is the timestamp. The
stream is synchronous, and the timestamps are consecutively increasing. The segments in I j are numbered
from 0 to 2p−1, with the more recent segments in the stream getting smaller numbers. The value of every
element of R(b) is set to 0 except for m elements, one in each interval. The length p bit string in partition P j

in b is interpreted as an integer in the range [0,2p−1]. In interval I j, the segment numbered P j is selected
and the value of its most recent element is set to j +1, as shown in Figure 7(b) for the case p = 1.

Given a sketch that can approximate C f
τ over R(b) using ξ bits, we show a protocol for the INDEX

problem with communication complexity ξ bits. Alice computes a sketch of R(b), which can be used to
approximate C f

τ , and sends it to Bob. Bob, given an index i, computes b[i] from the sketch, as follows. Let
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τ = b i
pc. Note that bit b[i] lies in partition Pτ in b. Bob recovers the complete integer Pτ , by using the

sketch to distinguish between different assignments to the bit string Pτ .
Consider two different assignments to the string Pτ , representing two integers p1 and p2. Without losing

the generality, let p1 > p2 (p1 and p2 cannot be the same). Let the value of C f
τ for these two assignments be

C1 and C2. Suppose that the sketch of R(b) provides an answer for C f
τ which has a relative error of 1/2 or

less. Let Ĉ1 and Ĉ2 denotes the estimates returned for C1, C2 respectively. In Lemma 4.1, we show that if
p1 > p2, then C1 < C2 and Ĉ1 < Ĉ2. Thus, all the estimates for C f

τ over different assignments for Pτ are in
a total order. So, by using an estimate of C f

τ , we can distinguish between different assignments to Pτ , and
hence recover all of Pτ , and solve the INDEX problem. Thus the size of the sketch of R(b) must be at least
Ω(N) = Ω(mp) bits.

The stream length is n = m2p

α
, so the lower bound on the sketch size is N = Ω(m log n

m), for a constant
α . Since the communication lower bound allows randomization, the space lower bound also holds for
randomized stream algorithms. Since we did not assume that Alice processed the stream in one pass, this
space lower bound holds even if the stream is allowed to be processed in multiple passes.

Let p1 and p2, C1 and C2, and Ĉ1 and Ĉ2 be defined as in the proof of Theorem 4.2.

Lemma 4.1. If p1 > p2, then C1 < C2 and Ĉ1 < Ĉ2.

Proof. Since the sketch provides estimates that are within a relative error of 1/2, we have:

C1

2
≤ Ĉ1 ≤

3C1

2
(7)

C2

2
≤ Ĉ2 ≤

3C2

2
(8)

Let c denote the current time.
C f

τ = ∑
{(v,i)∈R(b)|v≥τ}

f (c− i)

For integer j,0≤ j ≤ m−1, let the contribution of interval j to C f
τ be defined as:

C( j) = ∑
{(v,i)∈I j|v≥τ}

f (c− i)

Also, since the two bit strings differ in the values assigned to Pτ , the corresponding streams differ in
interval Iτ . Let C1(τ) and C2(τ) respectively denote the value of C(τ) for the two inputs. We note that C1(τ)
and C2(τ) differ by a factor of at least 4, since they both contain an element with the same value in Iτ , but in
different positions, so that the decayed weights differ by a factor of at least 4. Since p1 > p2, according to
the stream construction in the proof of Theorem 4.2, we have

C1(τ)≤ C2(τ)
4

(9)

In Lemma 4.2, we show that C f
τ is dominated by the term C(τ). More precisely:
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C(τ) < C f
τ <

4
3

C(τ) (10)

Combining Inequalities 9 and 10, we get

C1 <
4
3

C1(τ)≤ 4
3

1
4

C2(τ) =
1
3

C2(τ) <
1
3

C2 < C2

Combining Inequalities 7, 8, and 9, we get:

Ĉ1 ≤
3
2

C1 <
3
2

4
3

C1(τ) = 2C1(τ)≤ 1
2

C2(τ) <
1
2

C2 ≤ Ĉ2

Lemma 4.2.
C(τ) < C f

τ <
4
3

C(τ)

Proof. Note that C f
τ = ∑

m−1
j=0 C( j). For every 0 ≤ j < τ , we note that I j does not have any tuples (v, i) with

v≥ τ . Thus, the contribution of such tuples to C f
τ is 0, and so:

C f
τ =

m−1

∑
j=τ

C( j)

Also, for j > τ , the contribution of C( j) to C f
τ is non-zero, since for j > 0, I j has tuples (v, i) with v≥ τ .

Thus, C(τ) < C f
τ , which proves one part of the Lemma.

Next, we note that for any integer ζ , no matter what the contents of Iτ+ζ is,

C(τ +ζ )≤ C(τ)
4ζ

The reason is as follows. Note that C(τ) is non-zero, since there is at one element in Iτ with value greater
than or equal to τ . Further, there is exactly one non-zero element in each interval Iτ+ζ . Since the difference
in timestamps between the non-zero element in Iτ and Iτ+ζ is at least ζ · `, we have:

C(τ +ζ )≤C(τ) · f (`ζ ) = C(τ) ·2−α`ζ ≤ C(τ)
4ζ

where the last step follows from the definition of `.

C f
τ =

m−1

∑
j=τ

C( j) =
m−1−τ

∑
ζ=0

C(τ +ζ )≤
m−1−τ

∑
ζ=0

C(τ)
4ζ

<
∞

∑
ζ=0

C(τ)
4ζ

=
4
3

C(τ)
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4.3 Super-exponential Decay

The result in Theorem 4.2 also holds for the super-exponential decay functions.

Theorem 4.3. Consider a stream of length n = Θ(m), and a super-exponential decay function f . Any
algorithm (one-pass or multi-pass, deterministic or randomized) that provides Ĉ f

τ , an estimate of C f
τ , such

that |Ĉ f
τ −C f

τ |< εC f
τ for any τ given at query time must store Ω

(
m log n

m

)
bits, where m is the universe size.

Proof. The proof is nearly identical to the one for Theorem 4.2, having the same structure and using the
same reduction to the INDEX problem.

Again, Alice has a bit string b of length mp, which is divided into m partitions: P0,P1, . . . ,Pm−1,
where Pi has bits b[ip],b[ip + 1], . . . ,b[(i + 1)p− 1]. Based on the bit string b, Alice creates a stream
R(b) of length n = 2pm`+ c, where ` = dlogσ 4e and c is the constant in the definition of super-exponential
decay in Section 1.2, as follows. Each element is a (v, t) pair and elements are received in the order of their
timestamps 0,1, . . . ,2pm`+ c−1, i.e., the stream R(b) is strictly synchronous. The c elements with largest
timestamps in R(b) are assigned with value 0. Let R′(b) denote the other elements in R(b). For stream
R′(b), Alice assigns the values in the same way as she did for R(b) in the proof for Theorem 4.2: (1) R′(b)
is divided into m intervals, I0, I1, . . . , Im−1, each of length 2p`; (2) Each interval I j is further divided into 2p

segments, each with ` elements. The segments in I j are numbered from 0 to 2p− 1, with the more recent
segments in the stream getting smaller numbers; (3) The value of every element of R′(b) is set to 0 except
for m elements, one in each interval. The length p bit string in partition P j in b is interpreted as an integer
in the range [0,2p−1]. In interval I j, the segment numbered P j is selected and the value of its most recent
element is set to j +1.

Alice process the stream R(b) and sends the sketch to Bob. Given the index i, Bob sets τ = d i
pe and

queries the sketch for C f
τ . Since the ages of the elements in R′(b) are at least c, by the definition of super-

exponential decay, any two neighboring elements in R′(b) have their weights differ by a factor of at least
σ . Thus, the two most recent elements in any two neighboring segments differ in their weights by a factor
of at least 4, since we set ` = dlogσ 4e. Further, since the c most recent elements in R(b) will not have
any contribution in C f

τ , for any τ > 0, because they are all assigned with value 0, we now have the same
argument between the bit string b and stream R′(b) as we did for the bit string b and stream R(b) in the proof
for Theorem 4.2: by using Ĉ f

τ , the estimate of C f
τ returned by the sketch, Bob can reveal the value of b[i].

So the space cost for processing stream R(b) of length n = 2pm`+c is at least mp bits. By replace p, we get
the space lower bound of Ω

(
m log n

m

)
bits, by constants of c and σ

Since the communication lower bound allows randomization, the space lower bound also holds for
randomized stream algorithms. Since we did not assume that Alice processed the stream in one pass, this
space lower bound holds even if the stream is allowed to be processed in multiple passes.
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4.4 Finite (Super) Exponential Decay

As noted above, the lower bound proof relies on distinguishing a sequence of exponentially decreasing
possible values of the DCC. In practical situations, it often suffices to return an answer of zero when the
true answer is less than some specified bound µ . This creates a “finite” version of exponential decay.

Definition 4.1. A decay function f is a finite exponential decay function with threshold µ , 0 < µ < 1, if: (1)
f (x) = 2−αx, α > 0, if x≤ 1

α
log2

1
µ

(which implies f (x)≥ µ); (2) f (x) = 0, otherwise.

Since finite exponential decay is a finite decay, the space lower bound in Theorem 4.1 implies space
of Ω( 1

α
log 1

µ
) bits is necessary to approximate C f

τ . A simple algorithm for C f
τ simply stores all the stream

elements with non-zero decayed weights. The space is O
(

1
α
(logm) log 1

µ

)
bits, which is (nearly) optimal

(treating logm as a small constant). This approach extends to the finite versions of super-exponential decay.

4.5 Sub-exponential decay

For any decay function f (x), where limx→∞ f (x) = 0, we can always find 2pm positions (timestamps) in the
stream: 0≤ x1 < x2 < .. . < x2pm, such that for every i, 1 < i≤ 2pm, we have f (t−xi−1)/ f (t−xi)≤ 1

4 . Thus,
it is natural to analyze what happens when we apply the construction from the lower bound in Theorem 4.2
to streams under such functions. Certainly, the same style of argument constructs a stream that forces a large
data structure. If we fix some m and set p = 1, the stream has to be truly enormous to imply a large space
lower bound: e.g., for the polynomial decay function f (x) = (x+1)−a, a > 0, we need n = Θ(2m/a) to force
Ω(m) space. This is in agreement with the upper bounds in Section 3.2 which gave algorithms that depend
logarithmically on n: for such truly huge values of n, this leads to a requirement of log2m/a = Ω(m), so
there is no contradiction.

5 Experiments

We present results from an experimental evaluation of the algorithms on two data sets. The first was web
traffic logs from the 1998 World Cup on June 19th (the ‘worldcup’ data set) from http://ita.ee.lbl.

gov/. Each stream element was a tuple (v,w, t), where v was the client id , w the packet size (modulo 100,
simply to have initial weights bounded within a range), and t the timestamp, of the original web traffic logs,
respectively. The dataset had 33695769 elements. The second was a synthetically generated data set (the
‘synthetic’ data set). The size of the synthetic data is the same as the worldcup data set. Here, the timestamp
of an element is a random number chosen uniformly from the range [1,maxt ] where maxt = 898293600 is
the maximum timestamp in the world cup data set. The value v is chosen uniformly from the range [1,maxv],
where maxv = 1823218 is the maximum value in the worldcup data set. The weight is chosen similarly, i.e.
uniformly from the range [1,maxw] where maxw = 99 is the maximum weight in the world cup data.

We implemented our algorithms using C++/STL and all experiments were performed on a SUSE Linux
Laptop with 1GB memory. Both input streams were asynchronous, and elements do not arrive in timestamp
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(a) Accuracy for world cup data set
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Figure 8: Throughput and accuracy with sliding window decay, additive error.

order.

Additive Error. We implemented the algorithm for additive error (Section 3.1) using the sketch in [6] as
the basis. Note that the sketch in [6] provides the additional property of duplicate insensitivity, i.e., a re-
insertion of the data into the sketch does not change the state of the sketch. Since our stream model does not
have duplicates, our implementation of the sketch in [6] does not need to support duplicates detection and
therefore improves the time efficiency in the stream processing.

Since a query for S f
τ where f is not a sliding window decay can be reduced to queries for sliding window

decay based DCS [4], we conducted experiments with the correlated sum S f
τ where f is the sliding decay

function. The window size is 4.5 ·107 for the synthetic data and 3600 for the worldcup data. We tried a range
of values of the threshold τ , from the 5 percent quantile (5th percentile) of the values of stream elements to
the 95 percent quantile. We analyzed the accuracy of the estimates returned by the sketch, for a given space
budget.

Figures 8(a) and 8(b) show the observed additive error as a function of the space used by the algorithm
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Figure 9: Performance of Relative Error Algorithm, with Polynomial Decay.

for different values of τ . The space cost is measured in the number of nodes, where each node is the space
required to store a single stream element (v,w, t), which takes a constant number of bytes. This cost can
be compared to the naive method which stores all input elements (nearly 34 million nodes). The observed
error is usually significantly smaller than the guarantee provided by theory. The theoretical guarantee holds
irrespective of the value of τ or the window size. Note that the additive error decreased as the square
root of the space cost, as expected. Figure 8(c) shows the throughput, which is defined as the number of
stream elements processed per second, as a function of the space used. From the results, the trend is for
the throughput to decrease slowly as the space increases. Across a wide range of values for the space, the
throughput is between 250K and 350K updates per second.

Relative Error. We implemented WBMH and the sketch designed in [12] as the bucket sketch embedded in
WBMH. We performed similar experiments to test our algorithms for relative error, based on the polynomial
decay function f (x) = 1/(x +1)1.5, a non-exponential converging decay. The thresholds are the same as in
the additive error algorithm. The results are shown in Figure 9. In general, the space cost for a given error
for polynomial decay was much smaller than the algorithm for sliding windows (Figure 9(a)). This greater
space efficiency comes at some cost: we have to fix the decay function a priori—the additive error result
allows the decay function to be specified at query time. The throughput for the relative error algorithm is
also appreciably lower than the additive error algorithm (Figure 9(b)), by over an order of magnitude. This
is partly due to the greater time complexity of the relative error algorithm caused by the periodic bucket
merging operations which access every node in the merged buckets, and partly because our implementation
is not fully tuned.

6 Concluding Remarks

Our results shed light on the problem of computing correlated sums over time-decayed streams. The upper
bounds are quite strong, since they apply to asynchronous streams with arbitrary timestamps. It is also
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possible to extend these results to a distributed streaming model, since the summarizing data structures used
can naturally be computed over distributed data, and merged together to give a summary of the union of the
streams. The lower bounds are similarly strong, since they apply to the most restricted model, for computing
DCC where there is exactly one arrival per time unit.

The correlated sum is at the heart of many correlated aggregates, but there are other natural correlated
computations to consider which do not follow immediately from DCS. Some we expect to be hard in general:
correlated maximum maxvi>τ wi f (t− ti) has a linear space lower bound under finite decay functions, since
this lower bound follows from the uncorrelated case. Other analysis tasks seem feasible but challenging: for
example, to output a good set of cluster centers for those points with vi > τ , weighted by wi f (t− ti). It will
be of interest to understand exactly which such correlated aggregations are possible in a streaming setting.

Acknowledgments. We thank Divesh Srivastava for helpful discussions, and Kewei Tu for useful pointers
on Section 3.2.3.
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