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ABSTRACT:  In many areas of biology and medicine where the appearance and disappearance of molecules, cells and populations of individual cells and multicellular systems play essential roles, dissipative structures (defined as spatiotemporally organized physicochemical processes that require a continuous dissipation of free energy for their maintenance) appear to be required as the mediators of genotype-phenotype coupling.  However, due to the relative novelty of these dynamic and transient structures and the lack of a convenient language to represent them, biomedical scientists have rarely utilized the concept of dissipative structures in their research and by default relied mainly on the concept of equilibrium structures, those structures that can exist without any expenditure of free energy.  To help correct this unsatisfactory situation, we need a new language to describe and analyze dissipative structures.  In the course of analyzing the genome-wide expression data measured with DNA arrays in budding yeast, we have been led to develop a simple semi-quantitative language that can be used to describe the kinetics of mRNA level changes that occur in yeast during the nutritional stress induced by glucose-galactose shift.  This language consists of a six-letter alphabet, each letter representing a mechanism (expressed by a differential equation) of controlling the level of mRNA molecules coded by a gene by modulating their appearance (or production) and disappearance (or degradation).  These letters can be combined to form ‘words’ representing dynamic processes, which in turn can be combined to form ‘sentences’ t represent sequences of linked processes.  We will present examples of all these ‘molecular-linguistic’ representations of dynamic processes that have been observed in budding yeast during glucose-galactose shift.  In addition, we will discuss the possibility of extending these results from the yeast transcriptomics (i.e., the study of genome-wide transcription) to the studies of other dynamic systems such as genomics, proteomics, metabonomics, and ‘cytomics’.  ‘Cytomics’ is a new term coined to indicate the study of biological systems constructed out of cells as basic building blocks, including cells themselves, organs, and populations of cells and multicellular systems. ‘Cytomics’, so defined, appears to provide a novel perspective for integrating molecular, cell, and population biology within a common theoretical framework. It will be pointed out, for example,  that the Lotka-Volterra equations in population biology can be viewed as special cases of the differential equation used to express the rate of change of mRNA molecules in yeast cells.
According to I. Prigogine (1917-2003), there are two classes of structures in nature—equilibrium structures (e.g., rocks, protein crystals, and DNA molecules in a test tube) that can exist without any free energy expenditure and dissipative structures (e.g., the flame of a candle, transmembrane ion gradients, living cells, and social structures of organisms) whose maintenance requires a continuous dissipation of free energy.  Although the direct experimental evidence for the existence of dissipative structures inside the cell was first reported over two decades ago [1] and these so-called “intracellular dissipative structures (IDSs)” have been postulated to play  an essential role in mediating genotype-phenotype coupling [2], biologists have expended little effort so far on investigating these dynamic structures, most likely because dissipative structures are difficult to characterize and impossible to isolate unlike equilibrium structures.  
   One of the main objectives of this presentation is to describe a novel method that can be used to characterize any dissipative structures in biological systems, as long as they are generated as the result of a dynamic balance between two opposing processes – production and degradation.  The validity and usefulness of the method will be demonstrated using the genome-wide expression kinetics data measured with DNA arrays from budding yeast (Saccharomyces cerevisiae) [3].  We will then generalize the results obtained from analyzing the yeast mRNA data and discuss their possible extensions to other dynamic systems, both intracellular and transcellular.  The study of biological systems wherein cells are treated as the basic building blocks is here  conveniently referred to as ‘cytomics’, probably the newest addition to the growing list of ‘omics’.    So defined, cytomics include the studies of unicellular organisms in microbiology, multicellular systems (.e.g., brains) in physiology, and populations of organisms in evolutionary biology. 

   Budding yeast is widely studied in biology because it is believed to be the hydrogen atom of cell biology in the sense that any biological principles uncovered in yeast most likely can be extended to other more complex biological systems.  In 2004, Garcia-Martinez et al in Valencia, Spain, made the first genome-wide measurements of both the transcript levels (to be denoted as TL) and transcription rates (TR) from budding yeast undergoing glucose-galactose shift [3]. They measured  TL and TR values in triplicates for each of the approximately 6,200 genes at 6 time points after replacing glucose with galactose -- at 0, 5, 120, 360, 450 and 850 minutes.  Yeast prefers glucose over galactose as the carbon and energy source, and hence, when glucose is suddenly (within about a  minute) replaced with galactose, the enzymes needed to metabolize glucose to ethanol (through the process known as glycolysis) decrease while those required to metabolize ethanol to carbon dioxide (through the process known as oxidative phosphorylation, or oxphos) increase.  These metabolic changes are accompanied by opposite changes in the intracellular concentrations of the mRNA molecules encoding glycolytic and oxphos enzymes, suggesting that mRNA levels may be used as reliable cell-state and cell-function indicators under some conditions.  
   Before the Spanish group measured TL and TR simultaneously, most workers in the DNA microarray field (since its invention in the mid-1990’s) measured only TL, which they assumed to behave similarly to TR.   However, the analysis of the TL and TR data of Garcia-Martinez et al [3] demonstrated that TL and TR behaved similarly (i.e., increase or decrease together) only 51% of the time, varying independently of each other otherwise [4].  For example, it was found that TL increased even though TR decreased about 10% of the time and that TL decreased even though TR increased 30% of the time.  These observations clearly indicate that the relation between TL and TR is more complex than had previously been widely assumed.

    To analyze the relation between TL and TR in greater detail, we first calibrated TL and TR (which were measured in arbitrary units) against published data on the absolute levels of mRNA in yeast and on the half-lives of mRNA decay processes, both measured under the experimental conditions comparable to the ones employed by the Spanish group. Thus, we were able to covert TL values into n, the number of mRNA molecules per cell, and TR values into dnS/dt, the rate of change in n due to mRNA synthesis (S).  We then made the assumption that the rate of change in n, dn/dt, can be expressed as shown in Eq. (1) below, based on a conservation law applied to mRNA (i.e., by assuming that yeast cells did not exchange any mRNA molecules with their environment):

                  dn/dt = dnS/dt – dnD/dt                                                                               (1)

where dnD/dt  is the rate of  change in n due to mRNA degradation (D).   Integrating Eq. (1) between two time points of measurements leads to:
                    Δn = ΔnS – ΔnD                                                                                         (2)

Eq. (2) simply states that:
         “The change in the number of mRNA molecules per cell that occurs during 

           a time period is equal to the balance between the number of mRNA 
           molecules synthesized and that degraded during that time period.”

The second term in Eq. (2) was calculated as the area under the curve using the TR vs. time plot for each gene.  The third term in Eq. (2) then was given as the balance between the first and the second terms. It is important to realize that, because of the way these terms are defined, Δn can be +, 0 or -, but neither ΔnS nor ΔnD can be negative.  Due to these semi-quantitative constraints, there can only be six possible relations among these three terms, as shown in Table 1.  Table 1 can also be viewed as defining the six distinct mechanisms (labeled A through F) that budding yeast cells employ to regulate their mRNA levels via modulating either one or both of the transcription and transcript degradation rates.                                                 
   These six mechanisms can be graphically represented as different regions of a hyperplane shown in Figure 1.  All of these theoretically predicted mechanisms of transcript control have been found to operate (or be activated) in budding yeast under the condition of glucose-galactose shift.  The probabilities of the occurrence (or of activation) of these mechanisms during the 850 minute period were found to be as follows: A = 11%; B = 9%; C = 24%; D = 23%; E = 27%; and F = 6% (the total number of events observed = 3,626 x 5 = 18,139). In other words, the various mechanisms of controlling transcript levels in budding yeast have different probabilities of being activated during the 850-minute period of observation.  Thus, it may be legitimate to refer to the above probability distribution as the ”mechanism-activation probability distribution (MAPD)”.  We found that MAPD is unstable with respect to the definition of the zero values for the three terms appearing in Eq. (2).  Due to experimental errors, about 13% of ΔnD values, for example, were found to be negative, whereas theory predicts no negative values for ΔnD. The mechanism-activation probability distributions were both time-  and  function-dependent, as the typical examples shown in Table 2 demonstrate.           

   The ordered sequence of 6 letters shown in the last row of Table 2 captures the MAPD in a semi-quantitative symbolic form: The first letter indicates the mechanism with the highest probability of activation and the last one with the least.  When two different mechanisms are activated with an equal probability, they are listed in the alphabetical order.  These MAPDs in effect inform us about the dynamic interactions between transcriptosome (catalyzing the synthesis of mRNA) and degradasome (catalyzing the degradation of mRNA) during a given time period.  In other words, MAPDs and the corresponding sequences of letters can be viewed as quantitative and semi-quantitative symbolic representations of the characteristic intracellular dissipative structures obtaining in yeast during the experimental period, just as the nucleotide sequences inform us about the equilibrium structures of genes carrying genetic information.  Just as molecular biologists can compare and classify nucleotide sequences (equilibrium structures), so cell biologists can now compare and classify MAPDs (dissipative structures) which can be expressed in the form of the ordered sequences of the 6 letters, each representing a mechanism of transcript control.  From the formal standpoint, both nucleotide sequences and mechanism sequences are strings of symbols and thus all the mathematical techniques developed to compare and classify nucleotide sequences in one dimension (e.g., BLAST) and 3 dimensions (VAST) should be applicable to comparing and classifying MAPDs and their semi-quantitative symbolic representations.  
   The results presented above indicate that budding yeast can be represented as a dynamic system whose function is regulated by the spatiotemporal distributions of mRNA molecules inside the cell.  In other words, yeast can be thought of as an example of the general dynamic system defined in Figure 2, which consists of a set of regulatory components X whose concentrations are determined by a dynamic balance between their production and destruction within the system.  Components X are produced from their precursor through the mediation of activators (e.g., ATP synthases, transcription factors) and transformed into their product mediated by deactivators (e.g., ATPases, silencers). Table 2 lists 5 different dynamic systems in biology whose behaviors are thought to be describable in terms of the general scheme depicted in Figure 2.  The suggested extensions of the yeast transcriptomics results to proteomics and metabonomics seem reasonable and straight forward as evident in Table 2 (see Rows 3 & 4).  But the same cannot be said about the extensions to genomics and cytomics.  For example, at the genomics level, we have to recognize two distinct mechanisms of inheritance – through the equilibrium structures of genes and dissipative structures such as intracellular concentration patterns of mRNA molecules as reflected in MAPDs. At the cytomics level, things are even more complex, since there are several sublevels to be considered – populations of individual cells and multicellular systems such as organs and groups of multicellular organisms.  The Lotka-Volterra (or the predator-prey) equations widely investigated in population biology can be considered to be special cases of Eq. (1) above, since these equations can be derived from Eq. (2) by identifying n with the predator or the prey. 
   In conclusion, we have demonstrated that it is possible to represent dissipative structures in terms of a set of six letters, A through F, each standing for a distinct mechanism of state transition of a dynamic system.  These dissipative structures are analogous to the equilibrium structures of genes represented in terms of 4 letters, A, C, G, and T.   The relation between these two kinds of sequences can be described as follows, which is consistent with the earlier hypothesis that dissipative structures mediate genotype-phenotype coupling [2]:
Nucleotide Sequences
(Equilibrium Structures)

(
Amino Acid Sequences
(Equilibrium Structures)
(
Mechanism Sequences
(Dissipative Structures)

(
 Functions
The concept of ‘mechanism sequences’ developed here may be generally applicable to  all other dynamic systems in biology, ranging from genetic and protein networks in cell biology to organism networks in  population biology. 
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Table 1.  The six mechanisms of interaction between transcription and transcript degradation predicted on the basis of Eq. (2).
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Figure 1.   The hyperplane defined by Δn =  ΔnS  -  ΔnD, where Δn is the change in the number of mRNA molecules per cell accompanying the cell-state transition from the ith to (i + 1)th  time point, ΔnS is the change in n due to synthesis, and ΔnD is the change in n due to degradation. The lines labeled B, C and F are decision boundaries as defined in Table 1.
Table 2.  The time- and function-dependent ‘mechanism-activation probability 

               distributions’ (MAPDs) in budding yeast  undergoing  the
               glucose-galactose shift.

	Mechanisms of Control
	Genome-Wide

mRNA
	Glycolytic mRNA
	Oxphos

mRNA

	
	0-5
	5-120
	450-850
	450-850

	A
	3
	0.8
	5.3
	1

	B
	0
	0.8
	0
	0.3

	C
	0
	4
	5.3
	8.8

	D
	2
	0
	0.7
	2

	E
	13.3
	14
	8.7
	7.7

	F
	3.5
	0.7
	0
	0.1
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Figure 2.  A simplified representation of dynamic systems in biology whose function is controlled by the space- and time-dependent concentration of components X which is in turn regulated by the dynamic balance between their  production catalyzed by activators and their destruction catalyzed by deactivators.
Table 3.  The universal structural features of dynamic systems in biology whose functions are postulated to be determined by the space-and time-dependent concentrations of X.  TFs = Transcription factors; RBPs = RNA-binding proteins.
	    System
	 X
	Function
	Activator
	Deactivator

	1. Genomics
	Genes
	Evolution &

Development
	Favorable 

Environment; TFs, RBPs
	Unfavorable 

Environment;

TFs, RBPs

	2. Transcriptomics
	mRNAs
	Evolution & Development
	Transcriptosome
	Degradasome

	3. Proteomics
	Proteins
	Evolution & Development
	Ribosome
	Proteosome

	4. Metabonomics
	Metabolites
	Evolution & Development
	Synthases
	Degradases

	5. ‘Cytomics’

     (e.g., organs,  

      individuals, 

      populations)      
	Cells
	Evolution &
Development
	Mitogens
	Apoptogens
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