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of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f

i

(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f

i

(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
elaborate on the application of our work to machine learning.

Problem 1. The set of S agents need to distributedly compute the optimum of the global objective function,
which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X

SX

i=1

f
i

(x) (1)

where X is the set that contains all feasible values for parameter vector x.

The local objective function f
i

(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.
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where X is the set that contains all feasible values for parameter vector x.

The local objective function f
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– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
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parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.

2

i

Outline



Fault-Tolerance

g Some agents may be faulty

g Need to produce “correct” output despite the faults

48



Byzantine Fault Model

g No constraint on misbehavior of a faulty agent

g May send bogus messages

g Faulty agents can collude

49



Peer-to-Peer Architecture

g fi(x) = cost for robot i
to go to location x

g Faulty agent may choose
arbitrary cost function

x
f1(x)

f2(x)

x1

x2



Peer-to-Peer Architecture

51

𝑓"

𝑓#
𝑓$

𝑓%

𝑓&



𝑓&

Server

𝑓# 𝑓"

Client-Server Architecture

𝛻𝑓)(𝑥()



Fault-Tolerant Optimization

g The original problem is not meaningful

53

of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f

i

(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f

i

(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
elaborate on the application of our work to machine learning.

Problem 1. The set of S agents need to distributedly compute the optimum of the global objective function,
which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X

SX

i=1

f
i

(x) (1)

where X is the set that contains all feasible values for parameter vector x.

The local objective function f
i

(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.
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– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
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where X is the set that contains all feasible values for parameter vector x.

The local objective function f
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(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.

2

i

of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f

i

(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f

i

(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
elaborate on the application of our work to machine learning.

Problem 1. The set of S agents need to distributedly compute the optimum of the global objective function,
which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X

SX

i=1

f
i

(x) (1)

where X is the set that contains all feasible values for parameter vector x.

The local objective function f
i

(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.

2

i good



Fault-Tolerant Optimization

g The original problem is not meaningful

g Optimize cost over only non-faulty agents

of user data for training models. While such machine learning applications can improve user experience, they
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for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
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adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
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function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
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(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
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which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X

SX

i=1

f
i

(x) (1)

where X is the set that contains all feasible values for parameter vector x.

The local objective function f
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(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.
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of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.
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convex objective function f
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(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f
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(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
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where X is the set that contains all feasible values for parameter vector x.
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strategy preserves optimality by introducing correlation between the randomness added to local model
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using the privacy analysis developed for a special case.
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– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
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without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.
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convex objective function f
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function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
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(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
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where X is the set that contains all feasible values for parameter vector x.

The local objective function f
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(x) at each agent i is assumed to be a convex function. Additional
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are detailed later.
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strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):
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of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f
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(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
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(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
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strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.
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using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):
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of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f

i

(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f

i

(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
elaborate on the application of our work to machine learning.

Problem 1. The set of S agents need to distributedly compute the optimum of the global objective function,
which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X
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where X is the set that contains all feasible values for parameter vector x.

The local objective function f
i

(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.

2

i

Summary



Thanks!
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Distributed Peer-to-Peer Optimization

g Each agent maintains local estimate x
In each iteration
g Compute weighted average with neighbors’ estimates
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Distributed Peer-to-Peer Optimization

g Each agent maintains local estimate x
In each iteration
g Compute weighted average with neighbors’ estimates
g Apply own gradient to own estimate
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Distributed Peer-to-Peer Optimization

g Each agent maintains local estimate x
In each iteration
g Compute weighted average with neighbors’ estimates
g Apply own gradient to own estimate

g Local estimates converge to

𝑓"

𝑓#
𝑓$

𝑓%

𝑓&

of user data for training models. While such machine learning applications can improve user experience, they
also threaten the user’s privacy [26]. Motivated by these examples in the context of distributed optimization,
we ask the following question:

Can agents collaboratively learn underlying model parameters
without leaking private information?

The paper presents two privacy-preserving algorithms for distributed optimization, which can be used
for improving privacy in distributed machine learning. Although our work is motivated by machine learn-
ing applications, the proposed solutions have applications wherever distributed optimization formulation is
adopted.

We consider a distributed optimization problem involving S agents, each of whom has access to a local
convex objective function f

i

(x). In the context of machine learning for classification, the local objective
function may be a loss function that measures the accuracy of classification on the training dataset using a
given choice of model parameters – here x denotes the vector of model parameters. As an example, in the
context of classification task, f

i

(x) may denote the logistic loss function for the data items stored at agent i
– the loss depends on the parameters of the classification hypothesis, and the goal is to identify parameters
that minimize the loss over all the agents (i.e., over data stored at all the agents). In Section 6.2, we will
elaborate on the application of our work to machine learning.

Problem 1. The set of S agents need to distributedly compute the optimum of the global objective function,
which consists of the sum of the local objective functions. That is,

Distributedly find x⇤ 2 argmin
x2X

SX

i=1

f
i

(x) (1)

where X is the set that contains all feasible values for parameter vector x.

The local objective function f
i

(x) at each agent i is assumed to be a convex function. Additional
assumptions regarding the objective functions and the communication network interconnecting the agents
are detailed later.

1.1 Contributions

In this paper we present three algorithms for privacy-preserving distributed optimization:
• Randomized State Sharing (RSS, Algorithm 1) :

– Our privacy-preserving algorithm uses randomization. However, unlike di↵erential privacy schemes, our
strategy preserves optimality by introducing correlation between the randomness added to local model
parameter estimates.

– We prove asymptotic convergence in a deterministic setting (every execution) and argue its privacy
using the privacy analysis developed for a special case.

• Function Sharing (FS, Algorithm 4):

– We show that Function Sharing strategy (Algorithm 4, presented in [1]) simulates a special case of RSS
algorithm. If the random perturbations added to local iterates in RSS algorithm are state dependent,
then the RSS algorithm imitates FS algorithm.

– The deterministic convergence is shown to easily follow from the convergence analysis for RSS Algorithm.

• Randomized State Sharing - Locally Balanced (RSS-LB, Algorithm 3):

– RSS-LB is a distributed learning algorithm that uses locally balanced randomization to perturb the
parameter estimates (perturbations add to zero at each node). Unlike RSS, agents do not share the
same perturbed estimate with neighbors. Neighbors receive dissimilar estimates from agent j.

– We show deterministic convergence of RSS-LB.

2

i
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RSS – Locally Balanced

Perturbations 
g Add to zero (locally per node)
g Bounded (≤ Δ)

Algorithm
g Node j selects d@

A,B such that ∑ d@
A,B�

B = 0 and 𝑑(
8,) ≤ Δ

g Share w@
A,B = x@

A + d@
A,B with node i

g Consensus and (Stochastic) Gradient Descent
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RSS – Network Balanced

Perturbations 
g Add to zero (over network)
g Bounded (≤ Δ)

Algorithm
g Node j computes perturbation d@

A

- sends sA,B	 to i
- add received sB,A and subtract sent sA,B ⇒ d@

A = ∑ rcvd	 − ∑ sent�
�

�
�

g Obfuscate state w@
A = x@

A + d@
A shared with neighbors

g Consensus and (Stochastic) Gradient Descent 



Convergence

Let xPAQ = ∑ α@	x@
AQ

� / ∑ α@Q
� and α@ = 1/ k�

𝑓 xPAQ 	− 𝑓 𝑥∗ ≤ 𝒪
log 𝑇

𝑇�
+ 𝒪

Δ#log 𝑇
𝑇�

g Asymptotic convergence of iterates to optimum
g Privacy-Convergence Trade-off 

g Stochastic gradient updates work too
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Function Sharing

g Let fB(x) be bounded degree polynomials 

Algorithm
g Node j shares sA,B x with node i
g Node j obfuscates using pA x = ∑sB,A x 	− ∑sA,B(x)
g Use f̂A x = fA x + pA(x)	and use distributed gradient 

descent
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Function Sharing - Convergence

g Function Sharing iterates converge to correct 
optimum (∑f̂B x = f(x)) 

g Privacy:

If vertex connectivity of graph ≥	f then no group of f 
nodes can estimate true functions 𝑓) (or any good 
subset)

g pA(x) is also similar to fA(x) then it can hide fB x well
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