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Total cost
(eng + ops + S/bit)

Hypothesis on smart solutions in networks

A
Present Simple Overprovision, best effort,
Past - solutions optimize mean perf, relaxed (distributed) control, ....
-
7 ——Smart Intelligent resource allocation, multiple priorities,
_ 7/ - solutions optimize tail perf, tight (centralized) control, ...
—— 7 -
7~
Y
>

Infrastructure size
or complexity



Network programming journey

Distributed Centralized
programming programming
Distributed + Resilience
control plane - Programmability

Centralized
Control plane




Programming (configuring) networks is error-prone
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China routing snafu briefly mangles ii
Cockup, not conspiracy

8 Apr 2010 at 12224, Jahn Leyden ]

Bad routing information sourced from China has disrupled the nternet for the ss

Glbal BGP (Berder Gatoway Rouing) lokup ks sucked in cata fom & smal
Talacommunication, apparantly accicantally broadeast By state-ownes camiar G
Talecemmunicatians, DG reports. B3Ps inchuding ATAT, France Telcom, Leveld)
Crwerst and Telefonica socepted ilthought oul rafic routes == a result of the ingi

BIGF is 5 6ora ruting prosacal which maps opticns *or the bes: avallabie routes §
the net. Several routing options are normally included. The China BGP incident i
aguvaiant of TomTom publishing routes wa Shanghal for materists locking foral
Detwean Londan and Farts.

DG Chira Telecommunication pubished il-concaived rowes for bebween 32,000
ataut 13 par cent of the net - instead of tha rammal 40 or 5o rowles, and Mis infy
vl reutng options by many sesvice providans for about 20 minatés aarty on 1)
timer} after China Telscommunications republished @ and before the mx-up was)
Asla wouls nave bean mara likaly 1o adopt tha false mules as poiertaly viatia, |
ncdart wane recarded all aver the ward,

BGPrmarnet, a BEP monilering serdce, has 2 detailed technical wrils-up of the|
describad as & prafix hijack, fane.

Although it seems they [IDG China Telecommunication] have isaked o wh
abeat 10 per cend of these prefizes prapagated autside of the Chinese ng
include prafixes for popular wabsitas Such as dall Som, CANEOIT, WWW.E

www.i com and www._geocitios
A large number of netwarks impacted this marning were actually Chines|
includa Chinase B WWW.Joy-en ~peonll

o, huangiucom, www. Eianya.cn and www.chinaz.com
A cock-up is suspected, rather than a conspiracy, st kst by BGSmen.net,

‘Given thi Largs number of prafixes and shar interval | don’t balieve this |
hijack. ikely it's because of configuration issue, Le. fat fingers. But
spoculation,

The practical consequences of the sorew-up ane stil being assessed bt # could
dropped canrections or, worse, traffic rauted firough urknown systems in Ghing
ana of the cearest Iustratans of the secury shoncomings of BGP, & somewhal
nonmthelass impartant netwerk protaoal.

Tha China BGF global routing represants a rar bt not Lapracedantad moc-up i

managamant. For axamaia, [ust ten wasks 66 bac routing data resuliad i T

miernedt traffic through a ORS [Domain Mame System) secver in Chira, as axplai)

martem by mlernet manitering fem Renesys hers, Dad BED muling aformation
Eetp:ifarww. theregister co.uk/ 2010400 ching_bap_imterweb_smafu/
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Internet-Wide
Catastrophe—Last Year

OOEDB

One year ago today TTMet in Turkey (AS9121) pretended to be the ent
Internet. And unfortunately for the rest of the Internet, many large

TODD UNDERWOOD

network providers believed them (or at least believed them in part). As
far as anyone knows, it was a mistake, not a malicious act. But the
consequences were far from benign: for several hours a large number
« Pravious Stary 1able to reach a large number of Internet sites.
te can take a look at what happened, and wheth

1 the intervening time.

worning 2004, TTNet (AS9121) started announcif
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YouTube/Pakistan incident: Could some
your site?

Configuring BGP properly is key to avoidance,
says

0609

By Carolyn Duffy Marsan
Metwork World | Mar 10, 2008 1:00 AM PT

In light of Pakistan Telecom/YouTube incident, lnternet registry officialy
your web site victimized by such an attack.

When Pakistan Telecom blocked YouTube's traffic one Sunday evenin
international incident that wreaked havoe on the popular video site ft

RIPE MCC, the European registry for Internet addresses, has conducte
during Pakistan Telecom's hijacking of YouTube's traffic and the steps
attack.

We posed some questions to RIPE NCC's Chief Scientist Daniel Karrenl
Here's what he had to say:

How frequently do hijacking incidents like the Pakistan Telecom/}

Misconfigurations of iBGP (internal BGP, the protocol used between th
Autonomous System) happen regularly and are usually the result of al
misconfiguration caused the Pakistan Telecom/YouTube incident. Ita
Telecom/YouTube incident was not an "attack” as some have labeled

, h

What is significant about the YouTube incident?

_
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W. Time Warner Cable Outage Causes Widespread Routing and DNS

Impacts

Postod by Bete Anders0n INILe I iog thouss 5 oM TuthoeiDeta) o August 28, 20

By now 3 It of you have probably read about the Time Wamer Cable (TWC) outage on August 27th, Yesterday
morming | wes greeted with & slew of alarms, names thet wouldnt resolve, websites that woukdn't load end
hame office employees without any Internct access. It hadn't hit the news yet. but | could sense that a majar
outage was occurming and guickly 0pened up the ThousandEyes piatform 1o get 3 handée on the situation

Time Warmner Outage

The alerts started coming in a littie before 930 UTC {5:30 Eastam). | obsenvad several different ssues Inchiding
inaccessible websites, DNS names faiing to resolve. BGP reachability issues and agents losing access to the
Internet. Companies that peer with Time Warner experienced degraded HTTP availabiity, affecting critical
services such as supply chain portas (Figure 1)
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| could see right away that users and networks that connect through Time Warner were unable to reach the
supply chain portal, indicating the issue was in the Time Warner netwark. In this case. 'd expect to see a brief
service Interruption while all the traffic re-routed through thelr ather upstream ISP ATET. However, the
avaability issues continued for the entire duration of the outage. 1 was surprised to still see issues, 50 1100k 8
loak at the path visualization view to figure out exactly where traffic was getting dropped on the way 1o this site.
Normally, twe locations {Tokyo and Dallas) transit Road Runnar {Time Wamar) to reach this supply chain portal,
while the rest go through ATET (Figure 2)




Programming (configuring) networks is error-prone

Unresolved Errors
3%

Power Errors
9%

Human Error

Hardware Errors 62%

10%

Telco Errors
16%

60% of network downtime is
caused by human error

-Yankee group 2002

Planned Maintenance

Hardware and
software upgrades

Unplanned
Events

Hardware and
software events

Configuration changes
causing outages

50-80% of outages are the
result of human error

-Juniper 2008



Network programming journey

Distributed Centralized
programming programming

Distributed + Resilience + Resilience

control plane - Programmability + Programmability

Control plane + Programmability

Centralized < < — Resilience

Network verification



Programming distributed control planes is hard

Network-wide policies I@
Prefer one neighbor over another

Router-level mechanisms

Set consistent, per-link preferences

Don’t use my network as transit Tag incoming routing info
Keep traffic within a region Program import and export filters
Aggregate prefixes externally based on various route attributes




Propane: Centrally programming
distributed control planes

A language for expressing A compiler that configures
of network-level objectives router-level mechanisms
e Path constraints and relative e Configurations are policy-

preferences (fallbacks) compliant under all failures



Example #1: A backbone network

&block “Peer” —2>block “Peer”
—>tag “Pee

LP=100
filter 16.4.0.0/16 ter 16.4.0.0/16

Goals 4 . . .
define notransit = {true => not transit({Peerl, Peer2})}

define preference = {true => exit (R2>R1>{Peerl, Peer2})}
* Prefer R2 > R1 > Peer{1,2} define ownership = {16.4.0.0/16 => end(Cust)}

e Limit Cust to 16.4.0.0/16 define main = notransit and preference and ownership

* No transit between peers




Example #2: A data center network

Goals m
e =

* Keep local prefixes internal

» Aggregate global prefixes as PG } X g: ‘ Y

Attempt #1 C D G H

« Don’t export from G, H to external A - . .

» Aggregate externally as PG vl s 4 s
Global Local

Services Services



Example #2: A data center network

Goals m
e =
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» Aggregate global prefixes as PG
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Example #2: A data center network

Goals m
e =

e Keep local prefixes internal

» Aggregate global prefixes as PG

Attempt #2 C 2 G A
- Don’t export from G, H to external A 3 c F
 Aggregate exter.nally as PG PG1  PG2 PL1  PL2
o Valley-free routing Global Local

Services Services



Example #2: A data center network

Goals m
e =

e Keep local prefixes internal

» Aggregate global prefixes as PG

Attempt #2 C 2 G A
- Don’t export from G, H to external A 3 c F
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Example #2: A data center network

Goals m
e =

e Keep local prefixes internal

PG
» Aggregate global prefixes as PG
ggregaie g P hG1 X
blackholed!
Attempt #2 C D G H
« Don’t export from G, H to external
A B E F
« Aggregate externally as PG
el v PGl PG2 PL1 PL2
« X, Y block routes through the other
Global Local

Services Services



Example #2: A data center network

Goals m
e =

* Keep local prefixes internal

» Aggregate global prefixes as PG Y \ ‘ v

/define ownership = {PG1 => end(A), C D G H
PG2 => end(B),
PL1 => end(E),
PL2 => end(F)}

define locality = { {PL1, PL2} => always(in)} PGl PG2 PL1 PL2

control {aggregate(PG, in -> out)} Global Local

fine main = routing and locali . .
Kde € mad S e e iy / Services Services




Propane compiler

Propane Front End Constraint Language

Regular IR Regular Expression-based IR

Failure analyses

Abstract BGP Vendor-independent BGP

Juniper Vendor configurations



Propane Regular IR

4

Regular
Step 1: Combine modular constraints IR

Prefix-by-prefix intersection of constraints

/define ownership = {PG1 => end(A), \

PG2 => end(B), end (A)
PL1 => end(E), end (B)
PL2 => end(F)} always (in)and end(E)

define locality = { {PL1, PL2} => always(in)} always (in)and end(F)
control {aggregate(PG, in -> out)}

Kdefine main = routing and locality /




Propane Regular IR

4

Step 2: Expand constraints in to regular expressions

Regular
any = out*.in+.out* IR
end(X) = (2*.X)
always (X) = (X)*
exit(X) = (out*.in*. (X N 1n).out+) |
(out*.in+. (X N out) .out¥*)
start(X) = (X.3%*)
avoid(X) = (!'X)~*
waypolint (X) = (Z*¥.X.2%)

Step 3: Reduced syntax

true => A. (X >> Y) .out*

true => (A.X.out*) >> (A.Y.out*™)



PG construction: An Example

Product
graph

Policy: (w.A.C.D.out) >> (W.B.in+.out)



PG construction: An Example

Product
graph

Policy: (w.A.C.D.out) >> (W.B.in+.out)



PG construction: Reversed policy automata

out
(W.A.C.D.out) a 0 e e e @

ACDE B

(W.B.in+.out) ou e‘e

ACDE




PG construction: Graph generation




PG construction: Graph generation

(W.A.C.D.out) >> (W.B.in+.out)

A
) ACDE B

ACDE




PG construction: minimization (loop analysis)




Compilation to ABGP

Abstract

BGP

ldea 1: Restrict advertisements to PG edges

eEncode PG state in community tag
eIncoming edges — import filters
e Qutgoing edges — export filters

!

Let BGP find some allowed path dynamically




Compilation to BGP
Abstract
BGP




Compilation to BGP

A better path exists in the
network, but is not used!

(W.A.C.D.out) >> (W.B.in+.out)




Compilation to BGP

ldea 2: Synthesize local preferences

e Direct BGP towards best path
e Under all combinations of failures

1

Let BGP find the best allowed path dynamically




Compilation to BGP

Router A
match peer=C comm=(3,2)
export peer<W, comm<-(4,2),
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export peer<W, comm<-(4,2),
comm< noexport, MED<80

Router B
match peer=C
export peer<W, comm<—(-,3),
comm<énoexport, MED<81

Router D
match regex=(X +Y)
export peer—C, comm«—(2,2)




Compilation to BGP

Router A
match peer=C comm=(3,2)
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Compilation to BGP

But there
l * could be a

failure!
{2} {1}

Highest preference
obtainable here

Router A
match peer=C comm=(3,2)
export peer<W, comm<-(4,2),
comm< noexport, MED<80

Router B
match peer=C
export peer<W, comm<—(-,3),
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Compilation to BGP
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Compilation to BGP

Router A
match peer=C comm=(3,2)
export peer<W, comm<-(4,2),
comm< noexport, MED<80

Router B
match peer=C
export peer<W, comm<—(-,3),
comm<énoexport, MED<81

Router C
match[lp=99] peer=E, comm=(-,2)
export peer<—B, comm«(-,2)
_, match[lp=100] peer=D, comm=(2,2)

/ export peer—A,B, comm«—(3,2)

Router D
Safe to match regex=(X +Y)
prefer D export peer—C, comm«(2,2)




Propane compiler implementation

Propane

Efficient graph algorithms
— Minimization
— Failure safety
— Aggregation blackholes

Regular IR

Config minimization
Abstract BGP
5500 LoC (F#)

Juniper




Evaluation on Microsoft network policies

(-
un

Avg. Time / Prefix (s)

o

-
)

UL

1 Gen/Min ABGP |
1 Find Preferences
1 Minimize PG ;
@ Construct PG

500 600 1000 1400
Routers

Data center networks

31 lines of Propane
9 mins for 1400 routers

—45

Avg. Time / Prefix (

|1 Find Preferences

— Gen/Min ABGP

1 Minimize PG

| == ConstructPG | 7

S

40 80 120 160 200
Routers

Backbone networks
43 lines of Propane
e 3 mins for 200 routers



Summary

Centralized programming of Resilient and programmable
distributed control planes networks

Generates BGP configurations from high-level policies

using a product graph abstraction of control plane

Propane
github.com/rabeckett/propane



