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Control theory 

plant 

set-point 
disturbances 

“open loop” 

Using feedback to mitigate the effects 

of dynamic uncertainty on a system 
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A familiar example: TCP 

Feedback: AIMD based on drops, RTT, queue length, etc. 

Guarantees: converge  to NUM optimizing transmission rates 

Only steady state guarantees 

converge 
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Stabilizing controllers 

Controller #1 Controller #2 
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Optimal control theory 

amplification 

error control 

action 
disturbance 

minimize worst-case 

Bounded energy Bounded magnitude 
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Optimal control theory 
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Centralized control 

Sensors 

Plant 

Actuators 

Controller 

control inputs measurements 

One system 

One 

controller 

Global access to 

measurements 

Global control 

of inputs 

Can lead to poor performance for 

large-scale systems 
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if control packets 
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Distributed optimal control 

in WANs 
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TE solved using 

nominal demands 

WAN distributed optimal control 
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queue length 

egress buffer control 

High Frequency Traffic Control 

rate deviation 
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Figur e 1: Examples. (a) Syst em composed of
two t andem swit ches. (b) Syst em in which t wo

sour ce dest inat ion pair s shar e a common l ink.
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Figur e 2: Even st at ic smoot hing can impr ove

networ k per for mance by “ absor bing” some of t he

r andomness of t he t r affic demand fluct uat ions.

r at e coor dinat ion: In the previous example the op-

t imal policy was not a funct ion of flow rate deviat ions;

this is because thereareno links that areshared by mul-
t iple flows, and thus all downst ream behavior is a de-
terminist ic funct ion of the control policy and the buffer
content . In order to illust rate that further benefits can

be achieved by coordinat ing based on both buffer size

and flow rates, consider the system illust rated in Fig.
1b in which two source dest inat ion pairs must t raverse

the shared link L3. In this case the opt imal feedback
policy at both switches is dense, i.e., it depends on the

full network state (all buffer sizes, flow rate deviat ions
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Figur e 3: Var ying t he weight λ1 al lows us t o ex-
plor e t he t r adeoff between loss r at e and queue

lengt h achieved by t he dynamic r at e cont r ol ler

at swit ch S1, fur t her impr oving networ k per for -
mance over st at ic smoot hing.
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FIFO control

Dynamic control

(a)
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FIFO control

Dynamic control

(b)

Figur e 4: Loss r at e and queue lengt h changes

wit h/ wit hout dynamic r at e cont r ol on l ink L1.
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(b)

Figur e 5: U t i l izat ion and queue lengt h changes
wit h/ wit hout dynamic r at e cont r ol on l ink L1.

H er e t he ut i l izat ion r epresent s t he maximum

ut i l izat ion when t he t ot al loss rat e r eaches 0.1%.

on L1 and L2 and t raffic fluctuat ions). In this example,

we set the nominal demand d∗i = 17.5 for both source

dest inat ion pairs, and assume that the traffic demand
fluctuat ions ∆ di (t) are i.i.d. N (0, 42), again for both

source dest inat ion pairs. All three buffers are taken to
have a maximum capacity of 800Kbits and we set the

capacity C3 of L3 to be 36Mbps. We set the capacit ies

C1 and C2 of links L1 and L2 to be equal to each other,
but vary them and compare the result ing behavior of

stat ic FIFO and dynamic rate cont rol and as shown in
Fig. 6 – as can be seen, an appropriately designed dy-

namic rate cont roller uniformly and dramat ically out -

performs a stat ic FIFO policy in terms of packet loss.
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Figur e 6: D ynamic r at e cont rol uni for m ly out -
per for ms a st at ic FI FO pol icy in t er ms of packet

loss for var y ing capaci t ies on l inks L1 and L2.

Summar y and appl icat ion t o lar ge syst ems: This
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real traffic fluctuates 

around nom rates 



(a) Cent ralized/ GOD (b) Coordinated (c) Myopic dist ributed

Figur e 7: A r chi t ect ur es set up. L ines connect ing bet ween OV S r epr esent s t unnels for nor mal t r affic.
L ines bet ween OV S and cont r ol ler s repr esent s communicat ion t unnels between dat a plane and cont r ol
plane. L ines between cont r ol ler s r epr esent s t he t unnels for cont r ol message exchange.

4.4 Delays

In this experimental setup, we added addit ional de-
lays in the topology in order to bet ter show the per-
formance differences among the different architectures.

Propagat ion delays on the network can be emulated via
TC Network Emulat ion (Netem) tools. However, this

funct ionality cannot be applied to the control channels
because the delays are emulated for a batch of packets
at a t ime. As the control messages are the only t raffic

transmit ted through the control dedicated links, small
packets are common and they may be grouped when

being delayed in the output queue. As a result , the

cont rol packets can not be shared between local con-
t rollers with the desired fixed delays, even though they

are generated at a constant rate. Thus, rather than
using Netem tools for the cont rol dedicated communi-
cat ion links, cont rol packet delays are emulated in the

cont roller by postponing either their generat ion on the
sending side or their update on the receiving side.

5. EVALUATION

5.1 Lab Testbed Exper iments

Exper iment al Set up To illust rate the key features

of HFTraC, we begin our evaluat ion by examining the
performance of our high-frequency traffic cont rol on our

lab testbed. As described in the previous sect ion, the
testbed consists of three switches and three hosts: here
we overlay it with the rout ing topology illust rated in

Fig 8. In this topology, there are two source dest ina-
t ion pairs and traffic split is supported. Hosts send and

receives UDP traffic via Iperf. Rate control are imple-

mented for each outgoing link and for each source host .
For links between switches, the link capacity and buffer

limit are 30Mbps and 0.2Mbits respect ively. For links
that are connected with hosts, we use the larger capac-

ity of 45Mbps and buffer limit of 1Mbits. The delays

emulated on every directed link are shown in Fig 8. We
choosea sampling t imeof τ = 10ms– hence, thecont rol

laws are updated once every 10ms. We implement HF-

TraC in thearchitectures discussed in §3 on the testbed,
and compare the performance with FIFO st rategy. We
approximately implement HFTraC on GOD architec-

ture by adding dedicated control tunnels between cen-
t ralized cont roller and switches with propagat ion delay
around 0.2Mbps, which is negligible comparing to the
delay for normal t raffic.
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20ms 

Src2 

Src1 Dst1,2 

Figur e 8: T he exper iment al set up for t hr ee-node
t opology.

W or kloads: The traffic demand di (n) of the hosts
change every 10ms, and the value at each interval is

dist ributed i.i.d. N (d∗i ,σ
2). We choose σ = 8 and tune

the mean value d∗i to evaluate the performance of rate

cont rol under different t raffic loads. We further assume

the average source flow rate at Sr c1 is half of that at
Sr c2, and thus the flow from Sr c2 is split along two

paths (S2 → S3 and S2 → S1 → S3 with split rat io
2 : 1), given by the rout ing solut ion to the load bal-
ancing problem. In Fig 9 we show how the total loss

rate and average queue length changes as maximum
link ut ilizat ion is increased for FIFO, GOD, central-

ized, myopic and coordinated t raffic control algorithms.

As can be observed, the dynamic rate cont rol policies
are able to reduce packet loss by absorbing some of the

t raffic demand randomness into the buffers – not sur-
prisingly, this in general leads to slight ly larger queue

length when dynamic t raffic control is used. Thus we

see that dynamic t raffic cont rol, regardless of architec-
ture, effect ively reduces the packet loss rate especially

when link ut ilizat ion is over 80%. Also not ice that rate
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Figur e 8: T he exper iment al set up for t hr ee-node

t opology.

W or k loads: The source sending rates on hosts vary-

ing in fast real-t ime is Gaussian and dist ributed accord-

ing to N (µ,σ2). We choose σ = 7 and tune the mean

value µ to evaluate the performance of rate control un-

der di↵erent traffic loads. We further assume the av-

erage source flow rate at Src1 is half of that at Src2,

and thus flows from Src2 are split ted into two paths

(S2 ! S3 and S2 ! S1 ! S3 with split rat io 2 : 1),

given by the rout ing solut ion to load balancing. In Fig-

ure 9 we compare the total loss rate and average queue

length in thenetwork without ratecont rol and with rate

cont rol implemented in di↵erent architectures. It is not

surprising that reducing packets loss is always at the

price of su↵ering larger queueing delay. The total loss

rate includes packets loss occuring in bu↵ers for both

hosts and switches, and thus is possible to be minimized

if efficient ly making use of all the bu↵ers. For di↵erent

architectures in Figure 9 the loss rate is around mini-

mum value by tuning the parameter of weight λ in cost

funct ion. Rate control implemented in each type of ar-

chitectures all e↵ect ively reduce the loss rate when link

ut ilizat ion is over 80%, especially GOD cont rol bringing

up to 50% decrease.
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Figur e 9: L oss rat e and aver age queue lengt h for

t hr ee-node t opology.

L oss rat e and queueing delay: We evaluate the

tradeo↵ between loss rate and queueing delay in dif-

ferent architectures by repeat ing experiments with dif-

ferent value of λ . We start with the case where the

bu↵er limit at edge is infinity, meaning that packets loss

won’t occur at the edge. Figure 10 shows the relat ion

between loss rate and average queue length in di↵erent

architectures. Not ice that myopic control performs ex-

act ly the same as GOD (loss rate and queue length are

both the same) when λ = 0 and when λ ! 1 , because

no coordinat ion is required in these cases. Due to the

delay of informat ion exchange, centralized and coordi-

nated control will not show the same performance as

the others in the two extreme case. Their states will

be est imated using expectat ion value, e↵ect ing their ef-

ficiency of clearing out the bu↵er, so the average queue

length is larger in these two architecture. Since we as-

sume no packet loss at the edge bu↵er, the packet loss

for them is smaller than GOD when λ ! 1 . Appar-

ent ly, the bu↵er limit at edge plays an important role

in evaluat ion of performance especially in terms of loss

rate.
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Figur e 10: R elat ion between loss r at e and aver -

age queue lengt h for di↵er ent ar chi t ect ur es.

Edge bu↵er l im it : We now evalute the impact of

edge bu↵er limit on the total loss rate. Figure 11 shows

how loss rate changes with value of λ in three cases of

di↵erent edge bu↵er limit when GOD cont rol is imple-

mented. The other architectures would show similar

t rajectory but with di↵erent mimimal value. Determin-

ing the value of bu↵er limit requires considerat ion of

various factors including performance and physical con-

st raints. For given bu↵er limits, rate cont rol provides

the flexibility of t rading o↵ the ut ilizat ion and queueing

delay.

D eviat ion fr om nominal value

5.2 WAN Exper iments

We then evaluate the performance of dynamic cont rol

on a WAN testbed with 4 sites spread across 3 cont i-

nents, as shown in Figure 13a. Each site has a virtual

machine with OVS running as the WAN-facing switch

and servers that generates t raffic. Considering the fact

that latency is varing in real t ime on the product ion

WAN testbed, we measure the average values of half

round-t rip t ime as link delays by running Ping between

two switches. The cont rol messages share the links with
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σ= 5 σ= 10 

theory &  

experiments 

are consistent! 



A theory of network architecture 
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• deciding where to put functionality? 

• layering and inter/intra-layer protocol design? 

• choosing centralized, distributed 

or decentralized implementations? 

Can we understand & automate: 
 

Must model 

dynamics & delay 



Nikolai Matni 

Select references: 
 

• N. Matni & J. C. Doyle, A theory of dynamics, control and optimization in layered 

architectures, IEEE American Control Conference, 2016  

 

• N. Matni, A. Tang & J. C. Doyle, A case study in network architecture tradeoffs, 

 ACM Symposium on SDN Research (SOSR), 2015 

 

High-frequency traffic control preprint available upon request. 


