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m Robustness: Bob observes v < ¢ hints Mg, B C {1,...,d}
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m Hopefully, Bob succeeds and Eve does not. Therefore:




Ambiguity

m Hopefully, Bob succeeds and Eve does not. Therefore:

Goal
Bob’s ambiguity about X shall be small and Eve’s large.

We measure ambiguity by ...
... the number of guesses that are necessary to find X

... the size of the smallest list that contains X
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Ambiguity

Hopefully, Bob succeeds and Eve does not. Therefore:

Goal
Bob’s ambiguity about X shall be small and Eve’s large.

We measure ambiguity by ...
... the number of guesses that are necessary to find X

... the size of the smallest list that contains X

Two versions: guessing and list

Bob Eve
Guessing version 1 1
List version 2 1
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= For all y € Y, define £, £ {z € X: Px|y(z[y) > 0}
m L, is the smallest list £ such that Pxy(Lly) =1
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Ambiguity: the Definition

Bob’s ambiguity

M]g(,g) (Px) = ming, E [maxg Gg(X|Mp)’] (Guessing Version)
A (Px) = E[maxs | Lary]”] (bt Verstom)

Eve’s ambiguity
/5 (Px) = ming, E [ming Ge(X | Mg )p]

m BCA{l,...,0} has size v < ¢
mECHL,...,0} hassizen <v

m Worst-case: given X Bob observes the worst v hints Mg and
Eve the best n hints Mg
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Finite-Blocklength Results: Guessing Version

We can achieve .QiB(g)(PX) < g for

Uy > 1 4 2°H(X)—vst1)

Cp _ _
> P,9,m p(v—m)s -1 pH5(X) )
“(PX) 2 T 2y [ (5 — 1) A2

Conversely, if szfég)(PX) < g holds, then

P 9p(Hp(X)—vs) .
B Trmape

g (Px) < 200/=m5 g8 (Py) A 20H7(X)

1
H;(X) = %log(gPX (z)P)? is the Rényi entropy of order p = ﬁ
x
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Finite-Blocklength Results: List Version

We can achieve ssz(l)(PX) < Ug for
Uy > 1 + 2°H(X)~log(2"* —log| X|-2)+2)

Cp,§ — _
> £,0,M p(v—m)s _ pH;(X) )
Aol Px) 2 [(2 (Us — 1)) A 2015 }

Conversely, if MB(I)(PX) < %3 holds, then

Uy > op(Hp(X)=vs) \, 1,
A (Px) < 2p(v—n)s£yél)(px) A 9PH(X)

p l.’ 3 7’ . B
H;(X) = %log(EPX (x)p) 7 is the Rényi entropy of order p = ﬁ
TEX
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Guessing and List-Decoding

A link between guessing and list-decoding
Let (X,Y) ~ Pxy take value in a finite set X' x ).
E[G*(X]Y)?] <E[|Ly|’]
E[|Ly z|’] < E[G*(X|Y)?] holds for Z = |log G*(X|Y)]
Proof:

x e Ly = G*(x|y) < |Ly]
r ¢ Ly = Pxyy(zly) =0

T €Ly, = |Ly,] <208 @] < G*(2y)
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Guessing and List-Decoding

A link between guessing and list-decoding
Let (X,Y) ~ Pxy take value in a finite set X' x ).
E[G*(X]Y)?] <E[|Ly|’]
E[|Ly z|’] < E[G*(X|Y)?] holds for Z = |log G*(X|Y)]
Proof:

x e Ly = G*(x|y) < |Ly]
r ¢ Ly = Pxyy(zly) =0

T €Ly, = |Ly,] <208 @] < G*(2y)
Remarks:
B |Z| <1+logl|X|

|Z|*P2PH/3<X|Y) < E[G*(X’K Z)p} < 2pH/3(X\Y)

" (Fman-r
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Asymptotic Results

® X = X" is an n-tuple produced by the source {X;}
m The Rényi entropy-rate H;(X) = lim, oo H;(X")/n exists

B s = nRs, where R; > 0 is the per-hint storage-rate
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Asymptotic Results

® X = X" is an n-tuple produced by the source {X;}
m The Rényi entropy-rate H;(X) = lim, oo H;(X")/n exists
B s = nRs, where R; > 0 is the per-hint storage-rate
m Achievable ambiguity exponent: Eg > 0 such that
i (P =1l D >

hold for some sequence of stochastic encoders

Privacy-exponent: Fg £ sup Eg (possibly —o0)

B — P(Rs(l/—n) /\Hﬁ(X)), vRs > H;(X)
e vRs < Hp(X).
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Optimal Guessing

(X,Y) ~ Pxy takes value in a finite set X x ), and p > 0 is fixed

What is ming E[G(X|Y)?] = E[G*(X|Y)?]?
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Optimal Guessing

(X,Y) ~ Pxy takes value in a finite set X x ), and p > 0 is fixed

What is ming E[G(X|Y)?] = E[G*(X|Y)?]?

Optimal guessing Arikan 1996

9pH5(X]Y) | < BIGH (x| )P] < 9pHAXIY)

- VI1<E[G* < 9PHF(XIY),
z 14+In|X)—> =~ G XYY ] =
wn
@
= L1
g Hy(X[Y) = %log > (X Pxy(z,y)P)7 is Arimoto’s
~ yeY xzeX

conditional Rényi entropy of order p = ﬁ
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® (X,Y) ~ Pxy takes value in a finite set X x )
m Given the support Z of Z, we choose Pz x y




Benefit of Additional SI

® (X,Y) ~ Pxy takes value in a finite set X x )
m Given the support Z of Z, we choose Pz x y

Q: What is ming,p, , , E[G (XY, Z)7]?

decreasing

idgendssi ische H Ziirich
E'H Swiss Federal Institute of Technology Zurich 11 /1



Benefit of Additional SI

® (X,Y) ~ Pxy takes value in a finite set X x )
m Given the support Z of Z, we choose Pz x y

»
\ w
SRS
Q\C’; & Q: What is ming,p, , , E[G (XY, Z)7]?
1 1
%D 2(e|1 For an optimal Pz xy ...
§ 3 1 B .. Z=2XY)
= 2
g w . Galy, 2(z,y)) = [G™(x]y)/|Z]]
as °|2
2
Z = { ) @, }
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Benefit of Additional SI

® (X,Y) ~ Pxy takes value in a finite set X x )
m Given the support Z of Z, we choose Pz x y

»
IR
NETN G Q: What s mi E[G(X|Y, Z)?]?
& G : at is ming p,, ) /
1 1
%0 2|e|1 For an optimal Pz xy ...
z ol m .. Z=2X,Y)
= 2
g w . Galy, 2(z,y)) = [G™(x]y)/|Z]]
e o2
2
A E[[G*(X]Y)/|Z]17]
zZ = { ) @ }
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m The converse holds by the results on optimal guessing




Proof of the Results

The Result in a Nutshell

An ambiguity pair (@43 (Pyx), @:(Px)) is achievable iff
oa(Pyx) 2 2°H(X)—vs) /1

o (Px) < Qp(v—n)st{B(pX) A 2PHE(X)

m The converse holds by the results on optimal guessing

m Achievability can be proved using nested MDS codes
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Proof of the Results: Achievability

Insecure Encoding:
= Describe X by V € Fy, s.t. E[G/(X|V)P] ~ 2°UH(X)—vs)
m Alice encodes V' using a (6, 7) MDS code
m She stores each codeword-symbol on a different hint
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Proof of the Results: Achievability
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m Alice encodes V' using a (6, 7) MDS code
m She stores each codeword-symbol on a different hint
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Secure Encoding;:
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Generate U ~ Unif(F4,) independently of X
Alice encodes (U, W) using a nested (d, ) MDS code
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To achieve any ambiguity-pair: (V,W) € Fy, x F4, s.t. p+r =3
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