
Algorithmsfor K-SAT

Variables :

X ...

, XN

Assignment : & [0
, 1) N

Literals : Xi/ Fi satisfied if :
= 1 /x: =0

-Clause : Gv---ver satified if some lit , is sat.

k-CNF : G1- - X Cry satisfied if
all clauses are sat.

#StProble -CNF formula with Nars

and M clauses

put: Is there a satisfying assignment ?

#NDE 3-SAT is not in time polyins/
Trivial algorithm : Test all assignments
=> time 8 (2 poly(N)

Can we do better ? At last for 3-SAT ? Let's try!-

These questions were asked before fine-grained
complexity existed in the 1990's - 2000's



Algorithm I
-

Take an arbitrary clause C = (lnvlnvls)

Try all 7 satisfying assignments of C ,
and

recur on the rest

T (N) =7 . T(N -3) + poly(N)
= 0 (7 poly(w)
= 0 (1 .

913
*
poly (N))

#gorithm2 [Monien
, Speckenmeyer 185)

Take an arbitrary clause C= (lev12v(y)
Guess the First satisfied literal

.

T (N) = T(N -1) + +(N -2) +T(N -3)

By induction
: T(N) = O (x

*
poly(N) = 0 (1 .

848poly(N)
wher

N N - 1 N-2 N-3

& E & + X t &

2
F) = X

t
&

t 1 = x = 1
. 848



Algorithm3 : Random Walk [Scowing 99]

Repeat (Y(
*

poly(N) times :

Start with dom assignment x + 90 , 11

Repeat 3N times :I 1 If ↓ is satisfying : done

N

Take an unsatisfied clause (=Chvevls)
Randomly flip h ,

%
,

or by in a

Intuition : We perform a random walk on
-

assignments that is bissed towards satisfying
clauses

.

Analysis

"distance" d = Hamming distance from the initial &

↓ closest satisfying assignment



#in : Plalyo finds sat
. assignment) 22-d

Proof :

-

Distance to satisfying is aadomwalk :

23 2/ is 24 23 ↓ 2 as
↳

① D Dedi ---Dre ---
is Y " " V3 Vy " ↑

# Calgo finds sat
. assignment in EEN steps)

2 Plalgo finds sat . assignment in = 3d steps)

2 Pl2d steps left anda steps right)
= (d) · ((29 . (2)9
~ 31 . 132)2d · (1124(2)9 Cal

**

-d
= 2 It

=> Need to repeat the algorithm



Firsttry :

Distance def with prob- 1.
- d - N/z=> Then succeeds with prob2212

N
repetitions suffice=> 180. 2

=> Time 0 (2
**
poly (N)) = 0 (2 .

415N poly(N)

Optimization:

Plalgo succeeds

2 P(distance d = 4) ·2
h=0

=2

N Binomialtheorem :

=In - (+ 1)
(a+b)= (N)yN-

= (3/)N

=> 100 (4)"repetitions suffice

=> Time 8)(4)· poly(N)



featureon 3-SAT Algorithms

1. 619N [Monieu
, Speckenmeyer 185] Branching-

1
.

476N [Modosek 196] 3 based

1
.
5

N

IScoming 199] Y Local Search

N

1 .
333 ISdoning 02] & Random Walk

1
.

308
N

[Paturi ,

Pudlak
,
Zane 197)

Resolutio -

[Paturi ,
Pudlik

,
Saks

,
Zame 1983] based

[Hertli'll]

#ake-away
: There are nontrivial algorithms for B-SATI

But : Even though we have tried many techniques...

-

And the algorithms become very complicate...

We are still stuck at exponential time !

So perhaps 3-SAT is truly exponential-time-hard ?

FExponential Time Hypothesis LETH)

There is some 838 st
.
3-SAT cannot be solved

in-mO(25N). I



&

that about K-SAT?

· Branching-based techniques
:

& (21-N) (for some constant 2)

· Local search
,

fine-grained
· Random walks D· Resolution-based techniques algorithms
· Polynomial Method- technique

·....

872)-EN) (for some constant c)

For k + & We do not know neutricial

algorithms for K-SAT !

#Strong Exponential Time Hypothesis (SETA) IFor any
230 there is some 423 such that K-SAT

cannot be solved in time 872"-4N).
-

Exercise : SETH - ETH
-


