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The topics of private data analysis and streaming data
management have both been separately the focus of much
study within the data management community for many
years. However, more recently there have been studies which
bring these two previously isolated topics together.

Although data streams and privacy might not seem to
have much in common, it turns out that they share a sym-
biotic relationship. Within data streams, a common pattern
is to design a compact data structure that summarizes the
input that has been seen so far, and which can be updated
quickly in order to reflect a small change. Within privacy, it
is often helpful to build an intermediate representation of a
data set, so that a small change to the input does not change
the representation much. Moreover, both areas make use of
the tools of randomized algorithms and probability to prove
that their mechanisms give strong guarantees. Thus, data
stream summaries can sometimes inspire private algorithms,
and vice-versa.

A few prior examples of this phenomenon include ana-
lyzing the (differential) privacy of randomized projections
via the Johnson-Lindenstrauss lemma [3] and the popular
Flajolet-Martin count-distinct summaries [4]. This allows
a variety of downstream data analysis to be performed us-
ing these data summaries, which are both compact and pri-
vate. A major application of private data analysis is to
find popular items among a large collection of observations,
and tools for this deployed in major operating systems have
made use of stream summaries (Bloom filters and Count-min
sketches) [1, 2].

This work, by Lebeda and Tětek, first published in PODS
2023, also considers frequencies, and asks whether a popular
streaming data structure can be made private. Specifically,
it considers the Misra-Gries (MG) sketch, a simple and ef-
fective data stream summary that allows the frequency of
each item to be estimated up to a 1/k additive error while
using space proportional to k.

One perspective on the MG sketch is that it allows us to
extract a sparse vector representation of the input. If we
think of the input as defining a stochastic frequency vector
x (i.e., ∥x∥1 = 1), then the MG summary provides a vector y
such that the maximum error in any coordinate is bounded
(∥x − y∥∞ ≤ 1/k) and it is sparse (∥y∥0 ≤ k). This is

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.
Copyright 2024 ACM 0001-0782/24/0X00 ...$5.00.

tantalizing, since given x in full there is an easy differentially
private way to obtain a y that is sparse: add noise to each
entry of x, and retain only those noisy entries that exceed a
threshold. However, under the constraint of small space and
streaming updates, it is not at all straightforward to obtain
such a representation.

The approach here is very effective: essentially, with a
simple post-processing step, the MG summary can be made
(ϵ, δ)-differentially private. The algorithm is almost identical
to the naive idealized algorithm: add noise to each entry of
the sparse MG vector, and retain only those noisy entries
that exceed a (noisy) threshold. The heavy lifting comes in
the proof, which involves an intricate and clever case analysis
to argue that the MG summary of two close inputs can only
vary in a bounded way. Then, by relating the noise to this
bound on deviation, differential privacy can be shown.

The implications of this result are powerful: we have a
deeper understanding of this classical streaming algorithm,
and a space-efficient technique to capture private frequency
statistics of streams of data. Applications which process
large volumes of data can form private representations based
on the efficiently computable MG sketch.

The paper opens the door to further studies of questions at
the intersection of streaming and privacy. What other prac-
tical and widely-used summaries can be made private by
similar carefully calibrated noise addition? More broadly,
what other models of computation can be made privacy-
aware—in particular, computations that handle large vol-
umes of data in support of “big data”and AI/ML workflows,
and associated monitoring tasks? The nascent areas of fed-
erated analytics and federated learning in particular, which
seek to support private evaluation of complex queries and
modeling over distributed data, are ripe for making use of
compact data summaries to minimize communication costs.

1. REFERENCES
[1] Apple Differential Privacy Team. Learning with privacy

at scale. Apple ML Research, 2017.
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